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(Illocmynuna 29 mapma 2022)

Jlasepro-uckposas smuccuonnas cnekmpockonusi (LIBS) npumenena ons KauyecmeeHHO20 U Kouye-
CMBEHH020 AHAIU3A CNIAB08 3040ma. J[A eeHepayuu naasmvl HA NOBEPXHOCMU CHAABO8 300MA UCNOb30-
san umnynvcuvil Nd:YAG-nazep ¢ yosoennoil uacmomoui uznyuenus. Temnepamypul naasmvl 30J10mMa u Meou
paccuumansl ¢ noMowbio epagurxos bonvymana, sanekmponuas niomuocms — ¢ nomowvio ypaenenuti Ca-
xa—bonvymana. Igppexm camonoerowenuss 8 CReKmMpax Aa3epHO-UHOYYUPOBAHHO20 U3YUEHUS OYeHEeH O/A
KOPPEKYUU UHMEHCUBHOCIU CNEKMPANbHbIX TuHul. Kombunuposanuem nooxooa coxpamenust s1eKmpoHHOU
naomuocmu (ENDC) ¢ LIBS pazpaboman ancopumm onpeodeiienusi cCOCmasa CHiago8 3010ma nymem cono-
CMagneHusi meopemuideckux pAacCuumaHHuvlx u noayyeHnvlx us LIBS-cnexmpose 3nauenuii 21eKmpoHHOU
nromuocmu. Cpasuenue pezynrsmamos, nonyuennvix memooom ENDC-LIBS u ¢ nomowbio 0614020 nooxo-
0a LIBS 6e3 xanubposxu u 0py2o2o o0WenpuHsmozo anaiumuyecko20 nooxooa 3HepeoOUcCnepCUOHHO20
PEHM2EeHOBCKO20 aHAU3A, NoKa3ano nepcnekmuenocms nooxooa ENDC-LIBS ons aumanuza LIBS-cnexmpos
CNIAB08 3010ma.

Knrouegvle cnosa: na3epHo-uckposas SMUCCUOHHASL CHEKMPOCKONUs, CHIAGbL 30JI0Ma, JA3EPHO-
UHOYYUPOBAHHAA NAA3MA, CAMONO2NIOWEHUE, HOOX00 COXPAHEHUsL INEeKMPOHHOU NIOMHOCU.

Introduction. Laser-induced breakdown spectroscopy (LIBS) is a recognized analytical tool suitable
for a rapid and online multi-elemental analysis of any type of material [1, 2]. Its potential applications have
been established in the investigation of contaminants, toxic elements and pollutants in diverse types of ma-
trices, even those present under tough environmental conditions. In this technique, a powerful laser pulse
with sufficient energy is focused on any material (i.e., solid, liquid, and gas), resulting in the vaporization
and ionization of material in hot plasma, which is later analyzed by the LIBS spectrometer.

Various theoretical approaches to LIBS emission spectra have been used to raise the sensitivity of the
LIBS technology. This includes calibration-based [3, 4] and calibration-free LIBS approaches [5, 6]. The
first, the calibration-based approach, demands the drawing of calibration curves and requires a set of stand-
ards for quantitative analysis. The calibration-based approach was replaced by a self-calibration or calibra-
tion-free approach. The self-calibration method was initially originated by Ciucci et al. [7] in which concen-
tration is estimated with the help of the Boltzmann plot, where a slope estimates the plasma temperature
whereas the intercept guides us to estimate the concentration of species. Later, Yang et al. [8] proposed
a method based on the auto selection of an internal reference line. A lot of quantitative work has already
been done using this calibration-free (CF) approach [9, 10]. The major disadvantage of these methods is that
it is hard to produce the Boltzmann plot for all the species owing to the unavailability of a sufficient number
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of spectral lines. To overcome these problems, a new approach to the electron number density (END) con-
servation was introduced by Gomba et al. [11]. They estimated the contents of material by using the relative
number densities of the neutral and singly ionized ionic species. In the current study, an END conservation
LIBS approach based on an algorithm was applied to LIBS spectra of gold alloys without any external cali-
brations.

Gold is a precious metal and its purity is typically marked by the gold alloys, which are called carat gold
(from 8 to 24 carat). Carat gold is mostly alloy consisting of gold with copper compositions. High grade of
precision for composition of gold alloys is required for diverse tasks coupled with process control in the gold
industry. The composition analysis of different grades of gold is a labor-intensive process because it is treat-
ed in traditional ways that are very complex [12—14]. These conventional methods have a lot of faults, in-
cluding the destruction of material, the limitation of adequate reference materials, and low accuracy. To
overcome these issues, several other techniques have been introduced that are nondestructive in nature but
require working standards and possession of adequate reference materials; therefore, there is a dire need to
establish a nondestructive analytical technique. X-ray fluorescence (XRF) has appeared to be a good alterna-
tive but it has some constraints such as surface smoothness and depth profiling (~1-2 pm) [15]. In recent
decades, LIBS has proved to be a better alternative to the above-mentioned techniques. It is useful for the ele-
mental analysis of composition of various grades of gold (from 8 to 24 carat) and gold alloys (jewelry, coin-
age, etc.). Over the last few decades, there have been significant contributions reported regarding LIBS of
carat gold. However, there are a number of uncertainties reported in the results of LIBS methodologies due
to matrix effect, self-absorption, and other experimental constraints. The main two aims of the current study
were, first, a to apply self-absorption correction to LIBS spectra of gold alloys in order to utilize the real val-
ue of intensity of LIBS spectra for estimation [16, 17]. Later, an END conservation approach was applied to
LIBS spectra of proposed samples of gold to improve the analytical performance of LIBS for gold alloys.
The results of the END conservation LIBS approach have been compared with those obtained from conven-
tional CF-LIBS approach and other established analytical techniques exhibiting good agreement. Two sam-
ples of gold alloys (i.e., 22 and 18 carat gold samples) were investigated for their content of gold and copper.

Experimental set-up and data acquisition. The experimental set-up and apparatus in the present study
is almost the same as that described in our earlier studies [18]. A conventional LIBS experimental set-up
consists of Nd:YAG laser (Quantel Brilliant, France), delay generator, focusing optics, rotated stand for
sample target, spectrometer, and signal detection system. In brief, a Nd:YAG laser (Quantel, Brilliant B)
having 300 mJ laser energy at 532 nm was operated at a 10-Hz repetition rate and 5-ns pulse duration.
The laser pulse energy was varied by the O-switch delay, and its energy was measured by an energy meter.
The laser beam with 100-mJ pulse energy was focused on the surface of the sample using a 20-cm focusing
lens placed perpendicular to the target sample. The power density was adjusted about 10° W/cm?, which was
much higher than the threshold fluence of the material. The distance between the focusing lens and the
sample was kept less than the focal length of the lens to prevent air breakdown. The sample was mounted on
a movable XYZ stage. The sample was rotated on stage to avoid deep craters on the surface of the sample.
The light emitted from the plasma plume was captured by placing an optical fiber (high-OH, core diameter:
600 pm), with a collimating lens (0—45°), near the sample. The optical fiber was coupled with the LIBS
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Fig. 1. Schematic diagram of the LIBS experimental set-up.
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detection system, this system consisted of five spectrometers, each equipped with 2400 line/mm holographic
gratings of 5-mm slit width and covering the range between 200 and 700 nm. Each spectrometer had
a spectral resolution of about 0.05 nm. The integration time was about 2 ms. To record the emission
spectrum, the Qswitch of the Nd:YAG laser triggers a four-channel digital delay generator (SRS DG 535),
and spectrometer was triggered by the delay generator. A delay between the laser pulse and the data
acquisition can be varied through the delay generator. A series of spectra were recorded at different delays
between the laser pulse and the data acquisition system. The output data were averaged for three laser shots
to minimize the statistical errors. The spectra were recorded at least five times to check the reproducibility of
the data. The recorded signal was corrected by subtracting the dark signal of the detector through the
software. A schematic diagram showing the layout of the LIBS set up is given in Fig. 1.

Results and discussion. We recorded the LIBS spectra of 22- and 18-carat gold samples in the visible
and UV wavelength regions of the electromagnetic spectrum (i.e., 200 to 720 nm). By using the National
Institute Standards and Technology (NIST) database, we identified the emission lines of gold (Au) and
copper (Cu) with respect to their wavelengths. All emission lines come from excited and ionic atoms of Au
and Cu, which are useful in determining the elemental composition of different grades of gold. Figure 2
shows the LIBS emission spectrum of 22-carat gold in UV (240 to 276 nm) and visible (464 to 505 nm)
regions.
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Fig. 2. Spectrum of the 22-carat gold in visible and UV wavelength regions.
The peaks of Au I and Cu I are shown in blue and red, respectively.

We extended our probe into the optimization of some other key parameters. One of them was the defo-
cusing effect of the laser light. The focusing of the laser was changed by displacing the lens forward and
back of the focus on the surface of the gold alloy with the result that the power density on the targeted sur-
face fluctuated. The optical trends for different lens-to-sample separations were almost the same. In the ex-
periment, an intensity peak was noticed indicating that the emission signal was shot up when the laser light
converged at 20 cm above the sample surface. Later, the emission spectra of gold were also observed as a
function of laser power. In single-pulse mode, the effect of laser energy on the signal intensity has been ob-
served. It is concluded that the signal intensity of peak is proportional to laser energy by keeping the distance
between sample and detector fixed. To avoid under- and overestimation in plasma parameters of gold alloy
samples, the intensity of spectral lines was corrected using the internal reference self-absorption correction
(IRSAC) method [16, 17]. To obtain the corrected line intensities, the self-absorption absorption coefficient
of observed lines used in analysis were determined and this self-absorption coefficient was divided by the
observed line intensities [18]. The contribution of self-absorption in spectra appeared to be nominal because
small variations in spectral lines were found. Furthermore, spectral lines involving the ground state were ex-
cluded because these lines could be severely affected by the self-absorption phenomenon [18].
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Determination of plasma temperature and number density. First, we characterized the time-
evolving laser-induced plasma of 22-carat gold alloy in terms of its temperature and number density. Based
on the work of Griem [19] plasma temperature of species in carat gold plasma can be determined from the
Boltzmann plots by using atomic parameters from the NIST database.

If plasma is in the state of local thermodynamic equilibrium (LTE), the total line intensity of the emitted

line can be written as

_ o E

T, = P 28 ol | (1)
Ay PA(T)

where 7,, represents the integrated line intensity, 7. means the number density of species in state Z, Ax®

means the transition probability, gi* is the k level statistical weight, Kz means the Boltzmann constant,
T means the plasma temperature, P.*(7) means the partition function of emitting species, and F is the exper-
imental factor that takes into account the consideration of efficiency of the detection system. By introducing

a logarithm on both sides
In {—}L’”’ L } __ L + ln{ FC, } . 2)
hedyg, kT Uy (T)

Comparing Eq. (2) with a linear form of the following equation y=mx+g,. Then,

y=In {%},x =E,;m= —ﬁ;qs = ln{ggf)} , while drawing the Boltzmann plot energy of the upper
CAL 8k B

level taken along the x-axis and In {h}iﬁl#} taken along the y-axis. As m = —1/kgT, therefore, the plasma
CAL 8

temperature 7 is derived from the slope of the Boltzmann plot. Although in the conventional CF-LIBS the

concentration of all elements Cs can be predicted using the intersection value g, of the linear regression in the

Boltzmann plane:

Us}(?T) el | (3)

It is necessary to draw a Boltzmann plot of each species of the same element. The factor F' can be found

¢ =

. . . 1 .
by normalizing the sum of all species concentrations: XC, = FZUS(T )e” =1, where the s’ index represents

all the elements that are not negligible.

Therefore, using the conventional CF-LIBS approach, 18- and 22-carat gold alloys have compositions
of Au (71.08 and 83.12%) and Cu (28.92 and 16.8%), respectively.

Plasma temperatures of Au and Cu in the 22-carat gold plasma have been estimated using Boltzmann
plots, as shown in Fig. 3. To draw Boltzmann plots of neutral species, five peaks of Au I (264.29, 274.82,
312.28, 479.47, and 481.16 nm) and Cu I (324.75,406.26, 427.51, 450.94, and 465.33 nm) were used. Simi-
larly, the wavelengths of 329.09, 331.07, 338.21, 455.80, and 506.65 nm were employed to find the plasma
temperature of ionic copper. Spectroscopic parameters necessary for the determination of temperature were
collected from the NIST database. Plasma temperature for neutral gold lines is about 5800+580 K whereas
the plasma temperature of neutral and ionic copper lines is about 5600+560 and 5900+£590 K, respectively.

Owing to the temperature heterogeneity in the laser-produced plasma, the emission of atoms and ions
may form the spatial zones, which can be taken into account when using the Saha equation. For this reason,
we have taken the average plasma temperature with (10% uncertainty) obtained from neutral as well as ion-
ized spectral lines. Also, if the neutral and singly ionized transitions of each element are present in the emis-
sion spectrum and atomic parameters of these lines are also available from the literature, then we can easily
determine the densities of the neutral and ionic species in two charged states, z and (z+1). In that case we can
measure the plasma temperature and densities of neutral as well as the ionized species separately. But in our
case, it was not possible, so we have used the Saha—Boltzmann equation, which relates to the number density
of a particular element in the two consecutive charged states, z and (z+1), and which takes into account neu-
tral as well as ionized species. This is a well-known method and has also been previously reported by many
authors [20].
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Fig. 3. Combined Boltzmann plots using lines of neutral gold (Au I) and copper (Cu I).

After the estimation of plasma temperature, the electron density, n., was deduced from the Saha-
Boltzmann equation, which is given as [11, 19]:

“)

n, =6.04 x 1021(Tev)3/2l{—zexp

z+1

_Ek,oc,erl + Ek,oc,z - Xoc,z
kT ’

where E is the upper energy level of the element o in the charged state z, E; , ., is the upper energy

k,o,z

level of the element o in the charge state (z+1), . is the ionization energy of the species in the ionization

state Z, and /; is the measured intensity and it can be estimated as I." = Awli/Argr. The electron number den-
sities of Au I and Cu I estimated in the 22-carat gold sample with the help of Eq. (4) were determined to be
of the order of 2.71x10'® and 1.12x10'® cm™, respectively.

As laser erosion plasma (plasma of the laser plume) is very heterogeneous in both the axial and the
transversal directions of the plume, obtaining local parameters of the plasma by one of the tomography tech-
niques is a very difficult task, also taking into account very fast and strong evolution of the laser plume dur-
ing its rather short lifetime from excitation to complete recombination. The elemental analysis by radiation
spectra is almost justified. However, for compositional analysis uncertainties still exist, and these errors may
be in the form of systematic uncertainties in transition probability, plasma temperature, and END, etc. For
this reason, all the plasma parameters are calculated with 10% uncertainties.

Electron number density conservation modeling. Using the experimental data, quantitative analysis
was carried out by END conservation methodology [11, 21]. It is some type of electron density comparison
process. In this method, an algorithm is developed where the concentration of elements in the sample is pre-
dicted by matching the theoretically derived ratios of ENDs and the experimentally observed ratios of the
number densities of identical elements as well as the different elements using the spectral line intensities.
The basic requirement of this method is that the spectral lines used for the purposes of analysis should justify
the LTE criterion and the plasma should be optically thin [22, 23].

We discussed the prerequisite McWhirter criterion whether the laser-induced plasma is in LTE using the

formula N, >1.6x10°7"*(AE )3 [24]. We verified the LTE condition for Au I transitions 274.82- and

312.28-nm spectral lines having differences in energy levels AE = 4.52 and 3.969 eV, respectively. Although
the plasma temperature recorded for Au I is taken as 5800 K, our estimated values of Au are in 10'¢ cm™,
which is much higher than the value calculated from the above inequality (10'> cm™). Our END conserva-
tion approach is also based on another prerequisite criterion and that is the assumption of optically thin

plasma, as shown in the following equation:

i:ﬁﬁ&exp{—& _El} (5)
Iy M4 g kyT
where all the terms have the usual meanings. Selected spectral lines for optical thin plasma are 274.82,
312.28, and 479.21 nm for Au I, and 324.75, 406.26, and 465.33 nm for Cu 1.

For compositional analysis using the LIBS plasma it is mandatory that laser-induced plasma should be
optically thin. The lifetime of a plasma plume is a few milliseconds, but we do not record the entire continu-
um (data from the generation of plasma to the end). A time window during which our plasma was optically
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thin and satisfied the condition of LTE was selected using the optimized conditions. In this way, emission
spectra of only a selected portion were considered.

Besides the previous prerequisite criterion, the condition of LTE in heterogeneous plasma was also
checked using a parameter called diffusion length. The diffusion of heat and mass plays a pivotal role in the

evolution of laser-induced plasma. The diffusion length LD was estimated using the following relation [25, 26]:
1/2

3/2
LD~ (1.4>< 1012) (KT) AE | ekt (6)
e M, f,(g)

The diffusion length LD was estimated as 0.0012 cm, which is much smaller than the characteristic var-
iation length d = 0.21 cm. Therefore, the estimation fulfilled the following criteria, i.e., 10LD < d, and it
could be assumed that the plasma was very close to LTE. As the above two conditions have been satisfied,
we can proceed to the END conservation modeling.

If the neutral and singly ionized transitions of each element are present in the emission spectrum and
atomic parameters of these lines are also available from the literature, then we can easily determine the den-
sities of the neutral and ionic species in two charged states z and (z+1). In that case, we can measure the
plasma temperature and densities of the neutral as well as the ionized species separately. But in our case it
was not possible to draw a Boltzmann plot for neutral or ionized species of an element, so we used the Saha—
Boltzmann equation, which relates to the number density of a particular element in the two consecutive
charged states z and (z+1). And we have utilized the average plasma temperature obtained with 10% uncer-
tainties, which takes into account neutral as well as ionized species. This is a well-known method and has al-
so been previously reported by many authors.

Experimental evaluation of density ratios. The density ratio of species of the same elements in two
consecutive charge states using experimentally estimated values of 7 and n. can be deduced using the Saha
Eq. (7) as:

nZ, 21 32 Py Xz
n,—==-=6.04x10""(T. —exp| ——=|, 7
e g ( eV) ])Za p|: kBTj| ( )

where n, (cm™) is the electron density, n,; is the density of atoms in the upper charged state (z+1) of the
element a, n;* is the density of atoms in the lower charged state z of the same element o, ¥ (eV) is the ion-
ization energy of the element o in the charge state z, P, and P.* are the partition functions respectively of

the upper charged state (z + 1) and of the lower charge state z, and Tcv is the plasma temperature in electron
volts.

The density ratio of the species of two different elements o and  can be calculated by the Saha—
Boltzmann Eq. (8) as [11]:

8
nEJrl ( )

ng’z _ I(,x,z P; Xp _Ek,B,z+l +Ek,tx,z
I[g,erl PBZ+1 kBT

where all the terms have the usual meanings.

The Saha—Boltzmann equation is utilized to get more accurate contributions of neutral as well as ion-
ized species in the plasma. In order to overcome the uncertainties in the results, we have utilized a theoretical
model (END conversion method). The purpose of this method is to construct and utilize the formulas to cal-
culate the theoretical values of n. and the ratio of the number densities of the same elements, as well as the
ratio of the number densities of different elements. The procedure is based on the following steps:

1) Initially, we suppose the values of total number density and density of species present in the sample.

2) We start an algorithm to converge these values that may be possible from our experimental conditions.

3) We calculate the total densities of neutral as well as ionized species.

4) Then we use theoretical supposed values of END, species number densities, and density ratios, and
again, an algorithm starts that matches the experimental and theoretical density ratios and total number den-
sity.

5) From the density ratios, we extract the value of densities of the species present in the sample.

6) In this way, we can get more accurate values of the densities of the atomic and ionic species.

Actually, from this method we predict the more accurate values of densities of ionic and neutral species
compared with the combination of the Boltzmann equation and Saha—Boltzmann equations.
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Theoretical evaluation of density ratios and quantitative elemental analysis. We constructed a for-
mula to calculate the theoretical values of n. and the ratio of the number densities of the same elements as
well as the ratio of the number densities of different elements. If n. is the total END of the plasma and #.* is
the electron density contribution from the element o to the total electron density 7., then n.* is defined as the
sum of the contribution of all ionic states of the element o as

N
ny =n" +2ny +3n5...=Y zng . )
z=1
If there are M elements, total electron density n. will be defined as

M
n,=y ng. (10)
a=l1

The total number density n is the sum of number densities of the neutral and ionized atoms of the el-

ement o, which is stated as

=1\ 1

Zy ( @
nff)t:n8‘+nf‘+n§+...+ng=ng{l+2{ ZH’ (11)

where 7. means the number density of the element a in the charged state z (z = 0 for neutral atoms, z =1 for
singly ionized atoms, z =2 doubly ionized atoms, and so on). Equation (9) exhibits that each singly ionized
atom will contribute one electron to the total END, doubly ionized atoms contribute two electrons, and so on.
Equation (11) can be written as

o o N o
ne, =n' l+n—i+n—3a+ ----- =n 1+Zn2—;1 . (12)
n' o =1 1
Now we have to define two new functions S.* and R.*:
a n:! 21 s Py La,z
S; =n,———=6.04x10 () —=exp| - |. (13)
n® a kBT

A new function R.* can be defined with the help of the Saha—Boltzmann equation, which relates to the
ionization state and neutral state of the atom as

o o
o _ nz o _ nz+l
R} =— R, = g (14)
0 1
The function R.* can be restated as
o o o o o o o
n n n n S S S
Raz_Z=_1X_2>< ..... X_Zz_lx_zx ..... X_Z‘ (15)
z o o o o
nO nO nl nzfl ne ne ne

The following terms n.%, n.%, n% /n® , can be stated in terms of R.* as

z+1
N a
ntot,(x z ZRZ
— z=1

ny = ~ , (16)
1+ > R
z=1
na
nt = e xR, (1n
1+ RY
z=1
n g R s
noaoom R,
na,z+1 — na,l XROL,Z-H — ’Z]tot,(x XRa,z-H . (19)
1+ zRa,erl
z=1

If there are only two elements, Au and Cu, then the total END #n. can be calculated using Eq. (10),
which can be written as

n,=n" +nS". (20)
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The END is found from Eq. (4) using intensity ratios of concerned species. The value 7. in the 22- and
18-carat plasma was determined to be 2.1x10'® and 1.12x10' cm™, respectively. The calculated density ra-
tios ncu/ncu for the 22-carat and 18-carat gold plasma from Eq. (7) using the estimated value of 7, n,., and
the corresponding partition function from the NIST database were found to be 52.4 and 66.1, respectively.
Although the density ratio nauw/ncun of the 22- and 18-carat gold plasma was also found from Eq. (8), which
was estimated to be 0.021 and 0.013, respectively. We have also developed an algorithm explained in the

flow chart diagram (Fig. 4). The values nt/g? and ng‘tl fluctuated within a range 10'%-10'7 cm™ in the algo-
rithm and determined theoretical values ne, ncun/nicu, and naw/ncan, which should match the values of exper-

imental density ratios at some specific values n{z{l and ng‘f . Later, we used the values of electron densities
nat =9.8x10' cm™ and nG! = 1.15x10'° cm™ in a 22-carat gold sample and njr = 7.8x10'6 cm™ and

nt%ltl =3.41x10' cm™ in a 18-carat gold sample for estimation of elemental composition. Substituting these

values in the Eqgs. (21) and (22), the weight concentrations were calculated to be Au (88.32%) and Cu
(10.68%) for the 22-carat gold. Similarly, we determined the weight concentrations of Au and Cu in the 18-
carat gold. Therefore, using the END conservation approach for LIBS, the 18-carat gold composition of Au
was 73.48% and for Cu it was 26.52%. The calculated concentration of Au and Cu in the 22-carat and 18-
carat gold samples obtained from the END conservation LIBS, along with their certified values, are shown in

Table 1. This END conservation modeling turned out to be a successful analytical solution for gold alloys.
Au
ot = Tt q00%, 1)

= ot 100%. 22)

Transformation of Ny, 4y & Megr oy t0 %

Take estimated Plasma Temperature T
weight

Assume the "’l*:"-'e of s Save values offngq ay&Mor,cuy Where theoretical
g, Meor aulle,cu (101 — 10 cm?) results approximately equal to experimental result

Take n, = ny(assume)& find values of

5. - = equation 14 & 17 Determine 1, , “_CIIH/“CIH & n.‘tu!/"_{.‘uﬂ
A e Cu

Determined value n, (new) by equation 20 Vary the values of Ny 4y &niar cu

Using converging n,, calculate ng 4, &n, ¢,

If n.(New) = n,(Assume) (its convergence,
o{New) = n( ! gence) by equations 14, 16 &17

NO YES
(Rep with new ption)

Fig. 4. Flow chart of essential steps involved in the implementation of a model
in the theoretical calculations of density ratios.

TABLE 1. The Comparison of the END Conservation-LIBS and CF-LIBS Methods
with Standard Recognized Techniques Used for the Quantitative Analysis of Carat Gold

Certified Concentration Concentration Concentration
concentration, (wt%) by conven- | (wt%) by END con- | (wt%) by EDX, %
wt% tional CF-LIBS, % servation-LIBS, %
Au Cu Au Cu Au Cu Au Cu

91.6 8.4 83.12 16.88 88.32 11.68 90.62 9.38
75 25 71.08 28.92 73.48 26.52 74.11 25.89
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Comparison of the END conservation LIBS technique with EDX. Two samples of gold (i.e., 22- and
18-carat) were investigated by the END conservation LIBS and compared with the conventional CF-LIBS
approach. Using the conventional CF-LIBS, the contents of Au and Cu in 22-carat gold alloy were estimated
to be 83.12 and 16.88%, respectively. In the conventional CF-LIBS, some uncertainty has been monitored
for gold alloys because some dependencies existed. The results of the conventional CF-LIBS are dependent
upon slopes and intercepts of Boltzmann plots and a small deviation in these parameters adversely affects the
quantitative results. Sometimes it is hard to make the Boltzmann plots for all the constituents present in the
sample because of fewer lines in the emission spectra. Therefore, the results for conventional CF-LIBS may
be uncertain. Compared with the conventional CF-LIBS, the END conservation approach was more efficient.

The results of the END conservation LIBS were also compared with other established multivariate
methodologies, such as energy dispersive X-ray (i.e., EDX). EDX is an analytical methodology employed
for compositional analysis. The technique resolves the 22-carat gold sample with the composition of Cu
(9.38%) and Au (90.62%), whereas it resolves the 18-carat gold sample with a composition of Au (74.11%)
and Cu (25.89%), respectively, as shown in Fig. 5.

Counts

368
276
184
92 Au La Aulp
Cu Ka Au LB
Cu KB Au LB3
o ¥ . - e e
4 6 8 10 12 14 16 18

Fig. 5. The energy dispersive X-ray (EDX) spectrum of the 22-carat gold.

For validated compositions of gold, a handsome correlation between the END conservation LIBS meth-
odology and standard recognized techniques has been observed. Table 1 shows that the results obtained from
the END conservation LIBS are comparable with results obtained by EDX.

Conclusions. Laser-induced plasma was characterized in terms of its temperature and electron number
density using LIBS. The LIBS experiment was designed to investigate the content of gold and copper in 22-
and 18-carat gold alloys. We combined the basic LIBS procedure with the electron number density
conservation approach for the compositional analysis of gold alloys. The electron number density
conservation methodology was applied on the LIBS spectrum, which is based on the theory of electron
number density. The density ratios of Au and Cu using the line intensities of the species in different charge
states of Au and Cu were determined experimentally as well as theoretically. An algorithm has been
developed for the quantitative analysis of gold alloys and the compositions of Au and Cu in the carat gold
samples were determined. To compare analytical ability of the electron number density conservation LIBS
approach with other frequently used calibration free techniques, quantitative analysis was also carried out us-
ing the conventional CF-LIBS. The composition analysis of gold alloys obtained from the electron number
density observation LIBS agreed well with the conventional CF-LIBS and certified values of gold alloys.
Results ensured that the END conservation modeling is significantly better than the conventional CF-LIBS
methodology and is comparable with the established analytical technique, EDX.
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