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PHOTOREACTIONS CREATE SUPERCONDUCTING MATERIALS™
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One of the potentially transformative areas of scientific development is to achieve superconductivity
at room temperature. Recently, the photochemical synthesis was carried out to prepare carbonaceous sulfur
hydride (CSH) systems with room-temperature superconductivity at high pressure. In this work, we present
a first-principles study aiming to unravel the photoreaction of sulfur with molecular hydrogen using the
time-dependent excited-state molecular dynamics (TDESMD) methodology. Individual TDESMD trajectory
provides details about reactions that lead to a number of allotropes of sulfur and their hydrogenated forms.
Simulated mass spectra based on an ensemble of TDESMD trajectories provide the distribution of sulfanes
along reaction pathways. It is found that the photoreaction starts with ring opening of cyclic Ss, which may
then react with two H radicals to form SsH as a result of the homolytic dissociation of H>. The sulfur cluster
will undergo the elimination of small fragments, which can later recombine into a variety of sulfanes. The
most abundant fragments generated along trajectories are H>S, SiH>, and SsH». The final sulfur-bearing
products are a mixture of sulfanes with various chains and rings. The mechanistic and conformational in-
formation obtained from this work allows us to better understand the photoreaction, and potentially, give in-
sights into the preparation of high T. materials using similar reactants.
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IIposedeno uccnedoganue pomopeakyuu cepovl ¢ MONEKVIAPHLIM B0OOPOOOM C UCNONLIOBAHUEM MEMO-
00102Ul MONEKYIAPHOU OUHAMUKU HECMAYUOHAPHBIX 8030yicoenHblx cocmosnuii (TDESMD). Hnousuoy-
anvras mpaexkmopusi TDESMD oaem noopobuyro ungopmayuro o peakyusix, Komopvle npusoosim K psoy
anIomponos cepul U Ux 2uOpuposantsvix gopm. Cmooeruposanuvle Macc-cnekmpbl, OCHO8AHHbIE HA AHCAM-
one mpaexmopuii TDESMD, obecneyusaiom pacnpedenerue Cyivpanos no nymsam peakyuu. YcmauoeieHo,
umo gomopeaxyus HAYUHAEmes ¢ packpolmust KOabyd YUKIUYECKo20 Ss, KOMOPbLil 3amem MOdicen peazupo-
eamsv ¢ 08ymsl paoukaramu H ¢ obpasosanuem SsH» 6 pezynomame comorumuyeckoii ouccoyuayuu H,. Kna-
cmep cepuvl NOOBEP2HENCSL OMUENIEHUIO MENKUX PpasmMenmos, Komopbie 8NoCIe0CMEUY MO2YM PEeKOMOUHU-
posamb 8 pasnuunvle cyavgansl. Haubonee pacnpocmpanennvie (ppacmenmol, cenepupyemvie 80016 mMpa-
exmoputi, — H»S, S4H> u SsH,. Koneunvie cepocooepoicawue npooykmel npedcmasisiiom cobol cmecs
cynvghanog ¢ pasnuunviMu yenamu u korsyamu. Ilonyuennvie pe3yromamol n03601710M Jyuule NOHAMb Po-
Mopeakyuio U NOMEHYUAIbHO 0alOm NPeoCcmasierue 0 CO30AHUU MAmepudios ¢ GblCOKOU memMnepamypot
ceepxnpogodsaueco nepexooa T, c UCnONb308aHUEM AHATIOSUYHBIX PEASEHINOE.

Knrwueewie cnosa: ghomopeaxyus, cynepnposooumocms, TDESMD-memoodonoeus.

** Full text is published in JAS V. 90, No. 3 (http://springer.com/journal/10812) and in electronic version of ZhPS
V. 90, No. 3 (http://www.elibrary.ru/title_about.asp?id=7318; sales@elibrary.ru).
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Introduction. One of the potentially transformative areas of scientific development is to achieve super-
conductivity at room temperature. In the past few years, hydrogen rich materials with high superconducting
transition temperature (7¢) under high pressure have attracted much attention [1-7]. The superconductivity of
these materials is realized as a result of high-frequency phonon modes and strong electron-phonon coupling
provided by the light mass of hydrogen [8—10]. A recent experimental work reported a 7. of 288 K in a car-
bonaceous sulfur hydride system (C-S-H) at 267 GPa [11]. This material was photosynthesized by combin-
ing elemental carbon and sulfur with molecular hydrogen at 4 GPa. The proposed reaction pathways started
with the photoscission of S—S bonds of elemental sulfur, giving rise to S free radicals, which then reacted
with Hj to form H,S [11, 12]. The synthesized compound was suggested to be a mixed alloy of H>S and CHy
with stoichiometry (CHa).(H2S)>—xH> [11]. To evaluate the plausibility of experimentally proposed reaction
pathways and to clarify microscopic structures of products for individual reaction steps, it is necessary to
conduct theoretical studies on the photoreaction.

Ab initio Molecular dynamics (AIMD) simulations are indispensable tools to reveal a mechanistic pic-
ture of reaction events, which is difficult to deduce from experiments. Modeling the photoreactions requires
careful consideration of strong coupling between electronic and vibrational degrees of freedom and thus re-
mains elusive, as opposed to modeling the ground-state chemical processes. To include electronic excited-
state effects in the AIMD simulations, various approaches going beyond the Born-Oppenheimer approxima-
tion have been developed with different levels of electronic structure calculations [13—16]. A representative
example is nonadiabatic excited state molecular dynamics (NEXMD), which has been used to describe pho-
toinduced phenomena in organic conjugated materials [17-20]. Over the years, our group has developed
a time-dependent excited-state molecular dynamics (TDESMD) algorithm using a combination of Rabi theo-
ry [21, 22] and surface hopping approximations [23-25] to model photofragmentation, photodimerization,
and photocatalysis for systems ranging from small organic [26] and inorganic molecules [27] to metal-
organic complexes [28-30] and to periodic carbon nanotubes [31].

Inspired by [11], we present a first-principles study aiming to unravel the photoreaction of elemental
sulfur with molecular hydrogen using the TDESMD methodology. Individual TDESMD trajectory provides
details about reactions that lead to a number of allotropes of sulfur and their hydrogenated forms. Simulated
mass spectra based on an ensemble of TDESMD trajectories provide the distribution of sulfanes along reac-
tion pathways. The mechanistic and conformational information obtained from this work allows us to better
understand the photoreaction, and potentially, give insights into the preparation of high 7. materials using
similar reactants.

Methods. All calculations are carried out using DFT on the basis of Kohn-Sham (KS) orbitals within
the Vienna Ab initio Simulation Package (VASP) [32-36]. The generalized gradient approximation (GGA)
[37, 38] for the exchange-correlation functional of Perdew-Burke-Ernzerhof (PBE) [38] is adopted. The pro-
jected augmented wave (PAW) [39] potentials on a plane-wave basis are used. A plane wave energy cutoff is
set as 500 eV. The dispersion interactions are treated with the semiempirical atom pairwise corrections
known as DFT-D3 by Grimme et al. [40]. The Brillouin zone is only sampled at the gamma point. The ex-
ternal pressures are enforced by the stress tensor (PSTRESS keyword). The absorption spectra are calculated
by adopting independent orbital approximations (IOAs) [41]. Each TDESMD trajectory is performed up to
2.5 ps using a time step of 1 fs with an inverse Rabi frequency of 10 fs. The reaction intermediates and prod-
ucts generated along TDESMD trajectories possess nonzero kinetic energy. In the late stages of trajectories,
the accumulated thermal energy is considerable. Thus, one observes exaggerated bond elongation and con-
traction for reaction products, which prevents further analysis in structure-property relationship. One strategy
to solve the problem of structural ambiguity is to relax the reaction intermediates and products upon cooling
through thermal energy dissipation. Note that the cooling is a postprocessing computational technique and
the relaxed intermediates and products are not introduced back to TDESMD trajectories. Mass spectra are
extracted from the relaxed intermediates and products along TDESMD trajectories based on Python compat-
ible cheminformatics program Open Babel [42]. The interatomic distance is used to determine the number of
fragments and number of nuclei in each fragment. Atomic models are visualized using VESTA software [43].

Results and discussion. Elemental sulfur can exist in a variety of allotrope forms [44]. In this work, we
consider the most common allotrope Sg with well-known ring structure, which is extracted from the crystal
structure of a-S phase [45]. There are two atomic models: one with 24 H, molecules and the other with
16 H, and 8 CH4 molecules surrounding Ss. Figure 1a-d show the optimized structures of Sg with H, and
H, + CH4 at 4 GPa. The external pressure is assigned to match the experimental conditions [11]. These ge-
ometry optimized models serve as starting points for the simulation of photochemistry through TDESMD
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calculations. We explore the structural response of atomic models to external pressures by allowing the unit
cell parameters and nuclear positions to fully relax at the specified pressure value. The values of total energy
and cell volume for Sg with H, and H, + CH4 under various external pressures are plotted in Fig. le. With in-
creasing external pressure, the total energy increases while the cell volume decreases.

Figures 1f,g show the basic electronic structure of the initial configuration of reactant cells before irradia-
tion. There are similarities in DOS and absorption spectra of these cells, since frontier orbitals are localized on
sulfur rings. In the absorption spectra, the intense transitions (a—e) and (a’—c') with high oscillator strengths are
used as initial excitation conditions for TDESMD calculations for Sg with H, and with H, + CHa, respectively.
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Fig. 1. Various views of optimized structures of Sg with (a, b) H» and (c, d) H» + CH4 at 4 GPa.

(e) Total energy (open symbols) and atomic cell volume (filled symbols) as a function of external

pressure for H, (squares) and Hy + CHy (circles). (f) DOS and (g) calculated absorption spectra
of optimized structures of Sg with H, and H, + CHy at 4 GPa.

The influence of laser field is explicitly considered in TDESMD simulations, which introduces time-
dependent perturbations leading to transitions between excited and ground states. The excitation energy is
redistributed into nuclear kinetic energy, facilitating the exploration of dissociation channel of the reaction.
The procedure for the TDESMD algorithm focusing on the coupled electronic and nuclear trajectory under
the influence of light has been described in detail [29]. Figure 2 shows representative snapshots along the
TDESMD trajectory with electrons hopping between the orbital pair (HOMO-3, LUMO) for elemental Sg
with H, at 4 GPa. In the early stages of the trajectory, the ring structure of Sg is intact and experiences only
the elongation and contraction of S-S bonds. Subsequently, one observes the breaking (Fig. 2a) and refor-
mation of S-S bonds as a result of increasing kinetic energy. Meanwhile, most of H, molecules serve as non-
participating spectators. After ~610 fs, the collision-induced cleavage of H-H bond for one H»> molecule in
close proximity to Sg is observed, leading to the formation of a dihydrogen bonded (-S-H---H-S-) sulfur clus-
ter (Figs. 2b—d). We conduct Bader charge analysis [46—48] to explore the nature of the H» dissociation. The
heterolytic dissociation typically requires the strong polarization of H, which facilitates the formation of
a tight ion pair, and finally entails the formation of a hydride and a proton with well-identified Bader charg-
es. In contrast, one finds the H Bader charges of +£0.09 e for the structure in Fig. 2b, indicating that the H-H
bond is slightly polarized. For structures in Figs. 2¢,d it is found that H Bader charges decrease slightly.
Therefore, the H dissociates through the homolytic pathway, which produces two radicals that combine with
elemental sulfur.
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Fig. 2. Snapshots along the TDESMD trajectory with electrons hopping between the orbital
pair (HOMO-3, LUMO) for elemental S8 with H> at 4 GPa. The non-participating
spectator H, molecules are not shown for clarity.

Following the hydrogenation, the cluster undergoes cracking through the elimination of S; and S;H.
The ejected fragments are then recaptured, giving rise to the SsH, cluster with the loss of the dihydrogen
bond (Fig. 2e). Note that the ejection and recapture of small sulfur fragments are abundant in the remaining
trajectory because of the considerable thermal energy. After ~760 fs, one hydrogen atom in the cluster is
found to be labile. As a result, one observes the hydrogen migration to the SH group, forming a neutral H>S
molecule (Figs. 2f,g). The H>S molecule remains unbound and is stable for ~350 fs. After ~1300 fs, one H
atom of H»S migrates back to the S; cluster, leading to a S7H cluster with a S4 cyclic structure and a S;H
group (Fig. 2h). In final stages of the trajectory, the sulfur S¢ skeleton is preserved, while the SH group in the
chain can be ejected and recombine with the free SH group to form a neutral H>S, molecule (Figs. 2i-1).
Meanwhile, one also observes that more H, molecules participate in the reaction. There are subsequent ho-
molytic dissociation of two H> molecules (H3-H4 and H5-H6). The resulting radicals H3 and H5 are cap-
tured by sulfur, while H4 and H6 recombine to form a H> molecule. For the final product two more H»
(H7-H8 and H9-H10) molecules are in short contact with the sulfur chain. Together with other trajectories,
we find the photoreaction starts with ring opening of Sg, which may then react with H to form SgH». Sg or
SgHb cluster will undergo the elimination of small fragments, which can later recombine into different chain
and cyclic structures and be hydrogenated. It is worth noting that the final sulfur-bearing products are not
H»S molecules as reported in experiments [11] but a mixture of sulfanes.

Figure 3a shows the energy diagram of relaxed intermediates and products along the TDESMD trajecto-
ry with electrons hopping between the orbital pair (HOMO-3, LUMO) for elemental Sg with H, at 4 GPa.
We identify nine representative reaction products in the energy diagram. For the first half of the trajectory,
the dominant structure is 1, Sg ring, which is similar to the initial reactant. The homolytic dissociation of H
leads to a local minimum corresponding to structure 2, open-chain SgH, in which the terminal S atoms are
hydrogenated. Structure 2 dissociates to 3, H>S and seven-membered S7 ring due to the hydrogen migration,
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as illustrated in the second row of Fig. 2. Also, structure 3 is not far in energy from structure 1. Recapture
of H2S by the sulfur cluster leads to a local maximum corresponding to structure 4, open-chain SgH» in
which H,S is attached to the S; chain. Later in the trajectory, HS is ejected and one free H, molecule is in
proximity to the sulfur cluster for a short period of time. The relaxation during this period leads to a local
minimum corresponding to structure 5, H>S and hydrogenated open-chain S7H,. When this free H, molecule
stays away from the sulfur cluster, the relaxation produces structure 6, H»S, S,, and Ss. A more stable struc-
ture is obtained for structure 7, H>S and open-chain S5, as the eclipsed S4 chain transforms into cyclic ring
and S, recombines with Ss chain. In the second half of the trajectory, the dominant structure is 8, open-chain
S¢ and a stack of two SH as a result of hydrogen migration from H,S to the S; cluster. As more H, molecules
are involved in the reaction through homolytic dissociation or hydrogen bonding, the final product 9 forms
a stable framework consisting of cyclic S4H ring, 3 SH, H,S, and H,, where most of sulfur atoms are on the (001)
plane for structure 9.

We then explore the electronic properties of structures 1-9. It is found that the band gaps remain open
for all structures (Fig. 3b). Interestingly, the band gaps almost decrease for metastable intermediates as the
reaction proceeds. Note structures 5 and 9 are local energy minima and more H, molecules are involved for
the formation of these structures than others. The band gaps for structure 1, structure 4 (intermediate with the
highest energy), and structure 9 are ~3.2, 1.3, and 2.0 eV, respectively. The charge density analysis indicates
that structure 9 should be considered as an isolated fragment instead of a polymeric chain. The nonzero band
gap for the product 9 is not surprising, considering it has similarity to the van der Waals solids responsible
for superconductivity, but not the same. To produce correct product, the simulations need to account relativ-
istic and spin-orbit coupling (SOC) effects in a perturbative way and enable collective excitations beyond the
single-determinant method.
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Fig. 3. (a) Energy diagram of relaxed reaction intermediates and products extracted from the TDESMD

trajectory with electrons hopping between orbital pair (HOMO-3, LUMO) for elemental Sg with H»
at 4 GPa. Structures 5'and 8’ are similar to structures 5 and 8, respectively. (b) Energy levels for
representative intermediates. The non-participating spectator H, molecules are not shown for clarity.
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Figure 4 shows the simulated mass spectra based on relaxed intermediates and products from TDESMD
trajectories. Here, we only focus on sulfur-containing fragments. In the mass spectra, there are eight groups
of fragments from Sg to S;. Within each group there are several peaks, each corresponding to a fragment
with the same number of sulfur atoms but differing numbers of hydrogen atoms. In some trajectories, the
structural relaxation of intermediates leads to polymeric sulfur chains. These fragments have indefinite mo-
lecular weights and represent less than 2% of the total amount, and thus are left out of the computed mass
spectra. In Fig. 4, the dominant feature is Ss, since it takes considerable time to accumulate thermal energy to
facilitate the cracking of Sg ring structure. Furthermore, it is found that occurrences of fragments containing
up to two bound hydrogen atoms are abundant. Fragments with more than two bound hydrogen are not ob-
served, except for S3, S4, and Sg groups, all of which are characterized with low occurrences. The mass spec-
tra from Hy and H» + CH4 are similar, because methane molecules serve as non-participating spectators
throughout the simulation. A minor discrepancy of intensities of fragments is observed between the two
spectra with and without methane. Specifically, in each of Si—S7 groups the most abundant fragment is the
hydrogenated form of sulfur allotrope, except for Sg in case of H, and S; in case of Hz + CHs. The mass
spectrum from H, shows stronger intensities for S1-S7 groups but weaker intensities for the Sg group than the
spectrum from H; + CHy. The discrepancy originates from inconsistent numbers of atoms in simulation cells,
as the redistribution of thermal energy is more efficient for a smaller cell with fewer atoms.
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Fig. 4. Simulated mass spectra from TDESMD trajectories for elemental Sg with H> (a)
and with H, + CH4 (b) at 4 GPa. For each spectrum, one divides the number of fragments
with the same composition by the total number of fragments to calculate the normalized intensity.

Conclusions. TDESMD calculations are carried out to simulate photoinduced reactions of cyclic Sg
with H, or CHs + H; at pressure of 4 GPa. In the latter case, Sg and H, molecules serve as reactants, while
CH4 molecules serve as non-participating spectators. From a set of nuclear configurations formed at subse-
quent instants of time, we observe several reaction steps leading to a number of allotropes of sulfur and their
hydrogenated forms. It is found that the photoreaction starts with ring opening of Sg, which may then react
with two H radicals to form SgH» as a result of the homolytic dissociation of H». The sulfur cluster will un-
dergo the elimination of small fragments, which can later recombine into a variety of sulfanes. Along the tra-
jectories, one observes the appreciable abundance of hydropolysulfides S;H> (x = 1-8). The most abundant
fragments generated in the reactions are H»S, S4H», and SsH». The final sulfur-bearing products are a mixture
of sulfanes with various chains and rings. The findings of low-energy configurations are expected to facili-
tate the efficient exploration of the potential energy surface and avoid exhaustive trial-and-error and guess-
and-check processes for searching important reaction pathways. The TDESMD methodology along with
mechanistic and conformational information obtained from this work are applicable to similar reactants,
which potentially contribute to the photochemical synthesis of high 7. materials.
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