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To solve the problem of multiple noise interference when tunable diode laser absorption spectroscopy
(TDLAS) technology is used for gas concentration detection, the principles of Kalman, moving average,
wavelet transform, and singular value decomposition four filtering algorithm principles and system noise
sources are analyzed. MATLAB simulation software is used to simulate the relationship curve of thermal
noise, shot noise, relative intensity noise of lasers, and the characteristic value of harmonic signals. Four fil-
tering algorithms are used to process the noise, and the best filtering algorithm is selected. Moreover,
a TDLAS experimental system with ethylene gas as the detection object is designed in this paper. The exper-
imental results show that the singular value decomposition method among the four filtering algorithms has
the best effect in removing thermal noise, shot noise and laser noise. After filtering is performed, the accura-
cy of the continuous detection of the system is improved, and the purpose of reducing or even eliminating
system noise can be achieved. After processing occurs, the signal-to-noise ratio of the detected signal of the
system is improved by 57 dB, and the noise removal rate of the system reaches 66.7%.

Keywords: tunable diode laser absorption spectrum, filtering algorithm, noise simulation, ethylene.
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st pewenus npobremvl MHO2OKPAMHBIX UWYMOBLIX HOMEX 8 MEXHONI02UL Nepecmpausaemoi OUoOHo-
nazeprou cnexkmpockonuu noenowjenus (TDLAS) npu obuapysceHuu KoHyeHmpayuu 2asa uchnoib306aHbl
npunyunsl Kaimana, cxoavsaujee cpeduee, gelignem-npeodpazosanie u pasioxcenue no CUHSYIAPHbIM YUC-
nam. Ilpoananuzuposanvl wemvipe areopumma Quivmpayuu u cucmema uiymonooasienus. C nomouvio
npoepammvt MATLAB cmoodenuposansvl 3a8UCUMOCU MENT08020 WYMA, OPODOBO2O WYMA, UYMA OMHOCU-
MeabHOU UHMEHCUBHOCTHU 1d3ePO8 U XAPAKMEPUCTIUYECKO20 ZHAYEHUS 2APMOHULEeCKUX cueHanos. Jnsa 0o-
PAbOMKU ULYMA UCNOTIL30BAHBL Yemblpe aleopumma Guibmpayuu, cpeou Komopwix eviopan Hauryuwuil. s

** Full text is published in JAS V. 90, No. 4 (http://springer.com/journal/10812) and in electronic version of ZhPS
V. 90, No. 4 (http://www.elibrary.ru/title_about.asp?id=7318; sales@elibrary.ru).
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nposepku pabomocnocobHOCMU NPEONOHCEHHBIX ANOPUMMOE UWYMON0O0AsIeHUsl pa3pabomana dKcnepu-
meumanvuasn cucmema TDLAS ¢ eazo06pasnvim smunienom 6 kauecmee obvekma demexkmuposanus. Iloka-
3aHO, YMO U3 Yemvlpex ancopummo8 QUILMPAYUU MEmMoO CUHSYAAPHO20 PA3NONCEHUS Odem HAULYUUIUL
aghgpexm npu yoanenuu meniogozo, 0pob08o2o U 1azepHozo wiymos. llocie evinonanenus guismpayuu moy-
HOCMb HEeNnpepbi8HO20 OOHAPYIICeHUs CUCMEeMbl NOBLIUACTNCS, MOJicen Oblmb OOCMUSHYMO CHUICEHUe U
oaoice yempanenue cucnmemnozo wiyma. Ilocie obpabomxu omuowenue CUsHAL/ UYM 0OHAPYICEHHO20 CUSHA-
na cucmemsl yayumaemes Ha 57 0B, koaghpuyuenm wiymonooasnenus cucmemuvt docmueaem 66.7%.

Knrouesvie cnosa: cnexmp noznowjeHus nepecmpaugaemozo OU0OH020 1aszepa, dareopumm Quibmpa-
Yuu, UMUMAayUs uyma, SMusieH.

Introduction. Tunable semiconductor laser absorption spectroscopy is a gas concentration measure-
ment technology formed by combining two technologies of laser modulation and absorption spectroscopy
[1-3]. This technology has the characteristics of a high spectral resolution, high sensitivity, strong practica-
bility, easy upgrading and online noncontact detection. However, its system has various interference noises
when detecting trace gases, which in turn leads to problems such as low measurement limits and poor stabil-
ity [4-6]. To obtain a relatively pure spectral line absorption signal so that the calculation result is less af-
fected by system factors, it is necessary to eliminate the noise of the detection signal. Regarding the effective
removal of system noise, Ruxton et al. [7-9] used delay fibers to eliminate residual amplitude modulation
(RAM) and used dual optical paths for background acquisition and elimination. Reid et al. [10—13] used ad-
ditional modulation methods to eliminate the optical interference fringes caused by the etalon of the optical
system. The preceding method can effectively suppress the residual amplitude modulation and optical inter-
ference fringes, but the requirements for the equipment are higher in the implementation process, which in-
creases the complexity of the system. Thus, this method is difficult to implement. Werle et al. [14] per-
formed spectral line subtraction on background signals during zero ventilation. With this method, back-
ground signals that are not related to volume fractions, such as nonlinearities, can be effectively eliminated.
This method is suitable for situations in which the background gas composition is known and the content
remains unchanged.

In recent years, the filtering of algorithms has been greatly developed. Commonly used filtering algo-
rithms include the Kalman filtering method, S-G smoothing filtering method, wavelet transform filtering
method, genetic algorithm, particle swarm algorithm, and so on. Zhou Xiaowei [15] and others applied the
Kalman filter algorithm to TDLAS concentration inversion to eliminate the influence of measurement noise
and model errors on the experimental results; Hu Bo [16] used the SG smoothing filter method to process
complex signals and designed a TDLAS system that performs data integration; Zou Debao [17] and others
analyzed the selection of digital filtering methods in TDLAS escape ammonia detection, indicating that the
arithmetic mean-wavelet transform filtering method can more effectively improve the original spectral sig-
nal. However, from the perspective of simulation, the research on the algorithms for noise removal is not
sufficient.

We research the noise cancellation method of TDLAS technology for gas concentration detection using
four filtering algorithms to determine the best filtering algorithm. By comparing the noise removal effect of
the second simulated harmonic signal with different parameters in each algorithm, a set of parameters with
the best noise removal effect is selected for the algorithm. Then, the simulation results of the four algorithms
are compared and show that the SVD algorithm has a good denoising effect. To show the denoising ability
of the real data, a physical TDLAS experimental system with ethylene gas as the detection object was de-
signed. On this system, we verified, evaluated, and compared the denoising ability of four filtering algo-
rithms. In the end, the experimental results show that the SVD method has the best practical denoising abil-
ity, which further promotes the research of TDLAS technology in eliminating the noise of measurement data.

Methodology. TDLAS is a type of infrared absorption spectrum detection. It is based on the Lamber—
Beer law and uses wavelength modulation technology to add sinusoidal current for modulation in the form of:

i = Toexp[-a(v)CL], (D
where /; is the emission light intensity after gas absorption, /y is the initial light intensity without gas absorp-
tion, a(Vv) is the absorption coefficient of frequency at frequency v, C is the concentration of measured gas,

and L is the length of the absorption medium, which is the optical path length of the gas absorption. The ab-
sorption coefficient can be expressed as:

o(v) = S(Dg(v)P, )
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where S(7) refers to the absorption line strength, which is the function expression under the temperature 7
2(v) refers to the line strength function expression, which represents the linear function of the gas absorption
spectrum line; and P is the gas pressure. Therefore, in an ideal situation, when the external conditions are
constant and the incident light intensity is fixed, the emitted light intensity can be detected by the photoelec-
tric detector to reverse the performance of the gas concentration.

In TDLAS technology, system noise includes thermal noise, shot noise, flicker noise, residual ampli-
tude modulation noise, laser noise, etc. Among the aforementioned noises, if the system uses a 30 kHz high-
frequency modulation signal, the flicker noise is very small and can be ignored; the remaining amplitude
modulation noise can be eliminated by the delay fiber; the laser noise has a certain random characteristic,
which can be filtered out by subsequent data processing. Due to the random characteristics of thermal noise,
shot noise and laser noise, random time series are used to replace three kinds of noise in the simulation. Four
filtering algorithms, Kalman, moving average, wavelet transform and SVD, are used for filtering.

The signal-to-noise ratio (SNR) and smoothness (R) are used as the evaluation indices of the denoising
result:

K 2
> |s (k)
SNR =10lg—#+=———, 3)
kZ_l (k)= s(k)|
K-1 ) 2
2 [k +1) = y(k)]
R=40 , 4)

[s(k +1) = (k)
k=0
where y(k) is the denoised signal and s(k) is the original signal without noise. Moreover, the larger the SNR
of the denoised signal is, the better the denoising effect. R indicates the smoothness of the signal; that is, the
smaller the value of the smoothness is, the better the denoising effect of the filtering algorithm used for the
signal to be analyzed. Furthermore, the closer the value of R is to 1, the closer the fluctuation of the signal
after denoising is to that of the original signal without noise. The two evaluation indicators, SNR and R, are
comprehensively considered to compare the final denoising effect.

Simulation modeling. We use Simulink to simulate the TDLAS detection system and noise. The model
includes a gas module, a noise module and a data detection module. The standard second harmonic (2f) sig-
nal obtained by simulation is shown in Fig. 1a. Due to the random characteristics of thermal noise, shot noise
and laser noise, in the simulation, random time series are used here to replace the three kinds of noise. The
signal after adding noise to the standard second harmonic signal is shown in Fig. 1b.

The Kalman, moving average, wavelet transform and singular value decomposition methods are used to
filter out the noise signal added in the simulation signal. The filter analysis is as follows.
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Fig. 1. Standard 2f'signal (a) and with noise (b).
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Use Kalman to filter out the noise signal added to the simulation signal. The Kalman filter is used to es-
timate the state variables of a discrete-time process, which is described by a discrete stochastic difference
equation: xx = Axj1 + Buk1 + wi1. Among them, the n-dimensional vector x; is the system state variable
at time &, and the n-dimensional vector x; is the system state variable at time k— 1. A is called the state
transition matrix (or gain matrix), which is a square matrix of order n'n. A connects the state at time A—1
with the state at time & in the past. The nx/-order matrix B represents the gain of the optional control input
ueR'. In many practical situations, there is no control gain, so this term is often 0 in practice; w1 is an
n-dimensional vector representing process excitation noise, which corresponds to the noise of each compo-
nent in xi, and is Gaussian white noise with an expectation of 0 and a covariance of Q. In some stable pro-
cesses, the O value is determined, and the task at this time is to find the optimal Q value. To obtain the opti-
mal Q value by adjusting the filter coefficients, we first specify a process excitation noise covariance matrix Qo:

le—4 0 0

Q=] O le—4 0 |. 5)
0 0 le—4

The results are shown in Table 1 for when 0.1Qo, Qo, 1000, 10000, and 10000, are used as the process
excitation noise covariance matrix for filtering, and the signal after Kalman filtering is shown in Fig. 2. The
conclusion shows that when the state transition process is determined, the value of Q is best at approximately
100Q. When the value of O gradually increases, the filter convergence becomes slower, and the disturbance
of the state variables becomes larger.

TABLE 1. Results of Kalman Filtered Processing

Filter parameter | SNR, dB R
0.10 0.59 4.14
0 3.5 1.59
100 10.28 0.56
100Q 15.63 0.12
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Fig. 2. 2f'signal diagram after Kalman filtered processing at different parameters.

Use wavelet to filter out the noise signal added to the simulation signal. “Wavelets” are small wave-
forms. The term “small” refers to its attenuation, and the term “wave” refers to its volatility and its amplitude
of positive and negative oscillations. Compared with the Fourier transform, the wavelet transform is a local-
ized analysis of time (space) frequency. It gradually refines the signal (function) at multiple scales through
expansion and translation operations and finally achieves time subdivision at high frequencies and frequency
subdivision at low frequencies [18]. It can automatically adapt to the requirements of time-frequency signal
analysis so that it can focus on any details of the signal and solve the difficult problem of the Fourier trans-
form. The results of comparing the influence of different wavelet bases and threshold calculation methods on
the denoising effect are shown in Table 2, and the signal after wavelet filtering is performed is shown in Fig. 3.
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Fig. 3. 2f'signal diagram after wavelet filtered processing at different parameters.

TABLE 2. Results of Wavelet filtered Processing

Wavelet basis | Orthogonal filter | Length/point | Soft/hard | SNR, dB R
function bank threshold
soft 15.71 1.71
Daubechies db4 8 hard 19.2 0.9
4 s s soft 14.78 126
hard 18.4 0.53
Biorthonormal . soft 15.49 1.18
wavelet basis bior2.4 10 hard 19.77 | 038
Anti-biortho- . soft 12.4 0.81
gonal wavelet tbio2.4 10 hard 16.66 0.12
. soft 16.32 1.17
Coiflets coift 8 hard 20.38 1
coifs 16 soft 14.89 1.19
hard 18.07 0.95
4 g soft 15.01 1.19
Svmlets sym hard 19.12 1
Y g 6 soft 16.52 1.06
Y hard 19 0.9

The results show the following. The signal-to-noise ratio is higher after denoising the signal using the
filter bank corresponding to the Coiflets wavelet base. The filter length has no effect on the denoising ef-
fect—for example, the filter length corresponding to db4 is half of the filter length corresponding to db8.
When the soft threshold or hard threshold calculation method is used, the denoising effects of the two are
very similar. In the processing method of wavelet coefficients, the hard threshold calculation method obtains
a larger SNR and smaller smoothness than the soft threshold calculation method; thus, it is more suitable for
noise removal. In general, choosing coif4 or a similar wavelet function for denoising and using a hard
threshold calculation method can obtain better denoising results.

Use the moving average to filter out the noise signal added to the simulation signal. Moving average
filtering is based on statistical law. It treats continuously sampled data as a queue with a fixed length of N.
After a new measurement is obtained, the first data of the above queue are removed, the remaining N—1 data
are moved forward in the sequence, and the newly sampled data are inserted as the tail of the new queue.
Then, an arithmetic operation is performed on this queue, and the result is used as the result of this meas-
urement. The effect of the sliding step length L on the denoising effect is shown in Table 3. The moving av-
erage filtered signal is shown in Fig. 4. The conclusion shows that when L is set to 24, the filtering effect is
the best.
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Fig. 4. 2f'signal diagram after moving average filtered processing at different parameters.
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TABLE 3. Results of Moving Average Filtered Processing

L SNR, dB R
6 15.76 0.16
12 19.82 0.47
18 20.14 0.65
24 23.82 0.8
30 19.1 0.94
36 19.82 0.68
42 17.32 1.78

Use SVD to filter out the noise signal added in the simulation signal. The singular value is a concept in
the matrix, which is generally obtained by the singular value decomposition theorem. We let 4 be a matrix of
order m"n in the complex number domain, g = min(m,n), where m and n represent the number of rows and
columns of the matrix, respectively. 4* denotes the conjugate transpose matrix of 4, which can also be writ-
ten as A”. The arithmetic square root of the ¢ nonnegative eigenvalues of 4°4 is called the singular value of
matrix 4. Singular value decomposition is an important matrix decomposition method in linear algebra and
matrix theory [19]. The effect of the number of singular values N on the denoising effect is shown in Table 4,
and the signal after SVD filtering is shown in Fig. 5.

The conclusion shows that the SNR values under different NV values are not much different, and when N
is set to 8, the denoising effect is the best. The best value of the preceding four filtering algorithms is select-
ed to filter out the noise signal added in the simulation signal again. Through comparison, the results show
that the singular value decomposition method has the best filtering effect.
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Fig. 5. 2fsignal diagram after SVD filtered processing at different parameters.
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TABLE 4. Results of SVD Filtered Processing

N SNR, dB R

6 9.39 1.069
8 10.17 1.228
10 10.22 0.508
12 10.76 0.422
14 10.86 0.334
16 11.08 0.093

Experimental. The experimental system consists of a standard gas module, TDLAS control board, la-
ser, temperature control module, collimator, beam splitter, gas absorption cell, analog switch circuit module,
detector, data acquisition card and host computer. The structure of the experimental system is shown in Fig. 6.

4[ Temperature control module }

Laser ’-—i TDLAS control board '* 4{ Data acquisition card ‘
1
[ Upper computer J
Collimator

4[ Sample gas cell Jﬁ - '
. s/ Analog switch
Beam splitter circuit module
A{S‘candard gas module

Fig. 6. Ethylene concentration detection system structure diagram.

Ethylene gas is selected as the detection object in the system. The standard gas module is a 50-ppm
standard concentration ethylene gas module produced by Wavelength Electronics in the United States, and
the TDLAS control board is PCI-FPGA-1A from Port City Instruments, LLC in the United States. The laser
is a butterfly-packaged DFB pigtailed laser, with a center wavelength of 1626 nm, from Wuhan Oudi. The
detector uses InGaAs with a working wavelength of 700-1800 nm photodiode. The temperature control
board controls the working temperature of the DFB laser, and the sample gas cell has multiple reflection
structures, increasing the optical path to 1 m. The data acquisition card adopts N19222, produced by the NI
company of the United States, and simultaneously collects the second harmonic signal and sawtooth wave
scanning signal of gas.

Results and discussion. The working process of the detection system is as follows. The temperature
control board roughly adjusts the laser temperature and positions the absorption frequency of the laser near
the ethylene absorption spectrum line. The signal generating circuit on the TDLAS control board generates
the low-frequency scanning signal and high-frequency modulation signal driving the laser wavelength
change, and the two voltage signals are superposed and converted into the current signal to control the work-
ing current of the laser. The output wavelength of the laser is 1626 nm. After passing through the beam split-
ter, the laser enters the sample gas cell and the standard gas module and scans the absorption spectrum line
of the measured gas. After passing through the sample gas cell and the standard gas module, the laser con-
verts the optical signal into the electrical signal by the photodetector, and then the two electrical signals are
transmitted to the TDLAS control board by the analog switch circuit module. Through the amplifier and the
lock-in amplifier, the second harmonic signal is detected. The sawtooth frequency is 5 Hz, the peak value is
300 mV, the number of sampling points is 600, and the sampling period is 30. Finally, the data are collected
by a data acquisition card and transmitted to a computer. Then, the data are processed with LabVIEW soft-
ware. Lastly, the gas concentration detection results are obtained.
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Figure 7a shows a section of the original second harmonic signal collected by this experimental system.
There is a certain amount of noise in it, which will interfere with the 1626 nm absorption spectrum of eth-

ylene and affect the detection accuracy. According to the simulation results, we set the optimal parameters
corresponding to each algorithm to remove noise, and the processing effects are shown in Figs. 7b—e.
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Fig. 7. Actual signal, SNR =29.5dB, R=1.24 (a), SVD filtering, SNR =86.5 dB, R=0.78 (b),

moving average filtering, SNR =45.9 dB, R = 0.77 (c), wavelet filtering, SNR = 43.6 dB, R = 0.79 (d),
and Kalman filtering, SNR =47.3 dB, R=0.77 (e).

It can be seen from the figures that the R values of the signal processed by the four algorithms are simi-

lar, but compared with the Kalman, moving average and wavelet transform algorithms, the SNR of the signal
processed by the SVD algorithm is approximately twice as high as that of the other three methods. The ex-

perimental results indicated that the SVD method has the best filtering effect. The SNR is increased from
29.5 to 86.5 dB, and the noise removal rate is 66.7%; thus, these results can provide guidance for improving
the TDLAS gas detection system to reduce noise.
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Conclusions. To study the phenomenon of noise interference in TDLAS continuous harmonic detection
technology, a simulation model of the TDLAS detection system and system noise is established. By compar-
ing the four filtering algorithms, the best parameter settings for the four filtering algorithms to remove noise
are analyzed and compared. It is concluded that the singular value decomposition method has the best filter-
ing effect. The TDLAS detection system is designed, and the singular value decomposition method is used to
process the second harmonic signal. The SNR after singular value processing increases from 29.5 to 86.5 dB,
and the system noise removal rate is 66.7%. This method can reduce the system noise and effectively im-
prove the detection accuracy, which is beneficial for subsequent data processing.
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