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This study verified the applicability of Raman spectroscopy for the detection and classification of dis-
ease in citrus leaves. The Raman spectra of citrus leaves were collected using a SENTERRA confocal micro-
probe Raman spectrometer and divided into five types, Huanglongbing (HLB), moderate HLB, serious HLB, 
nutrient deficiency, and normal. The backgrounds of the spectra were deducted by different methods, and 
partial least squares discrimination analysis (PLS-DA) and extreme learning machine (ELM) were used to 
build the mathematical model. At the same time, the data dimension was reduced using principal component 
analysis (PCA) and successive projection algorithm (SPA) in order to optimize and improve the classifica-
tion accuracy of the model. The experiments showed that the predictive ability of the PLS-DA model with 
1850 input variables by 2 times polynomial fitting deducted backgrounds was better, the recognition correct 
rate being 100%. The results show that Raman spectroscopy has potential for rapid diagnosis of citrus HLB. 

Keywords: citrus Huanglongbing, Raman spectroscopy, partial least squares discrimination analysis, 
extreme learning machine, successive projection algorithm. 
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Спектроскопия комбинационного рассеяния света использована для обнаружения бактерии 
Huanglongbing и классификации заболеваний листьев цитрусовых. С помощью конфокального микро-
зондового КР-спектрометра SENTERRA получены спектры КР листьев цитрусовых, которые разде-
лены на пять типов: слабое, умеренное, серьезное поражение бактерией Huanglongbing, дефицит 
питательных веществ и нормальный уровень. Фоновые изображения спектров определены различ-
ными методами. Для построения математической модели использованы метод регрессии частных 
наименьших квадратов (PLS-DA) и глубокое машинное обучение (ELM). Размерность данных умень-
шена  использованием анализа главных компонент (PCA) и алгоритма последовательного проециро-
вания (SPA) с целью оптимизации и повышения точности классификации модели. Лучшей прогно-
стической способностью обладает модель PLS-DA с числом входных переменных 1850 при двукрат-
ной полиномиальной подгонке вычтенных фонов лучше, точность распознавания 100%.  

Ключевые слова: бактерия Huanglongbing у цитрусовых, спектроскопия комбинационного рас-
сеяния света, метод регрессии частных наименьших квадратов, глубокое машинное обучение, алго-
ритм последовательного проецирования. 

 
** Full text is published in JAS V. 87, No. 1 (http://springer.com/journal/10812) and in electronic version of ZhPS 
V. 87, No. 1 (http://www.elibrary.ru/title_about.asp?id=7318; sales@elibrary.ru). 
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Introduction. Citrus greening, or Huanglongbing (HLB), is the most serious citrus disease caused by 
phloem-limiting bacteria. Typical symptoms in the affected leaves are described as chlorosis, blotchy mottle, 
and yellow veins, while the other parts of the plant show no symptoms [1–4]. It is a widespread and devas-
tating citrus disease in the world, which seriously reduces citrus production worldwide [5]. HLB detection is 
a core step in disease management. The tree infected with HLB should be immediately sent back to prevent 
further proliferation of the disease. Thus, it is imperative that reliable techniques be developed for early and 
presymptomatic prompt detection [6, 7]. 

Currently, the two common methods are polymerase chain reaction (PCR) analysis and artificial field 
diagnosis. The former is very accurate and capable of identifying the disease before it becomes symptomatic. 
Unfortunately, this method is time-consuming and relatively expensive [8]. The latter is easy, short-cycle, 
but its accuracy is low. Some studies have reported that spectral techniques can be used to quickly detect 
HLB [9]. Sinatra et al. dried and crushed citrus leaves; then the diagnosis of leaf HLB was carried out by 
Fourier near-infrared spectroscopy, and the discrimination rate reached 95% [5]. Windham et al. combined it 
with near-infrared (NIR) spectroscopy techniques to obtain HLB positive and negative leaf spectra. The par-
tial least squares regression model was established successfully, the classification accuracy being from 92 to 
99% for HLB positive, HLB negative, and other disease and nutritional deficiency samples [10]. Deng 
Xiaoling et al. used hyperspectral imaging techniques to classify citrus leaves with five symptoms using 
principal component analysis (PCA) and back propagation neural network (BPNN), with an accuracy rate 
of over 90% [11]. Ma Hao et al. collected 176 hyperspectral images of citrus samples in the range  
~396–1010 nm; a model of the squares support vector machine (LS-SVM) was developed, in which input 
variables were selected by principal component analysis (PCA) and the successive projections algorithm 
(SPA). The results of the model had a better classification effect with an average accuracy of 89.7 and 87.4% 
for three kinds of samples (healthy, HLB-affected, and zinc deficient) [12]. However, the use of Raman 
spectroscopy to diagnose citrus HLB has never been reported. 

Raman spectra are based on the scattering effect; their peak position, intensity, and shape can reflect the 
structure or content information of the analyte molecules, thus achieving qualitative identification and quan-
titative analysis of the substances [13]. This technology is nondestructive, fast, and easy to operate; only a 
small sample is required and high detection sensitivity is achieved [14]. In recent years, Raman spectroscopy 
has been applied in plant disease detection. Tan Feng et al. used a Raman spectrometer to collect spectra of 
normal rice leaves and rice leaves infected with rice blast and pointed out that the slope of the spectrum 
peaks of attachment between the two spectra in the ranges ~828–851 and ~984–994 cm–1 gradually increased 
with disease severity, providing an effective means for the detection of rice leaf blast in early cold areas [15]. 
Baranski et al. used the Fourier transform Raman spectral imaging technology to conduct in situ nondestruc-
tive imaging detection of carotenoids in beet and celery tissues, and the results showed that when pathogens 
infected leaves, the amount carotenoids would decline [16]. 

Therefore, the major objective of this work was to explore the applicability of Raman spectroscopy 
techniques in the detection of HLB and the classification of disease in citrus leaves. In this study, leaves 
from plants were designated as infected and uninfected with HLB. The Raman spectral background of five 
kinds of citrus leaves was deducted by different methods, and the mathematical model was established by 
partial least squares discriminant analysis and the extreme learning machine. The classification ability of the 
model was verified using predictive samples. The experimental results show that Raman spectroscopy tech-
niques have a great potential in the diagnosis of citrus HLB and provide a new method for the rapid detec-
tion of HLB [17–19]. 

Materials and methods. Spectrometers and sample preparation. The sample spectra were collected by 
a confocal microprobe Raman spectrometer (Brook Co. Ltd, Germany) with the range ~90–3500 cm–1; the 
resolution was 9–15 cm–1; the laser wavelength was 785 nm; the power was 50 nW; the integration time was 
10 s; the scanning was performed 3 times, and the average was taken for further analysis. 

Citrus leaves were picked in a citrus planting base in Jiangxi province. The base was divided into 5 re-
gions, 2 trees were randomly selected with the same interval in each region, picking up 12 pieces per tree 
bottom-up from 4 different directions, with a total of 130 pieces; then the leaves were packed in a marked 
plastic bag and treated before the experiment (washed, dried, etc.). According to primers A2/J5 reported by 
Jagoueix et al. and OI1/OI2c reported by Hocquellet et al., the experimental samples were screened by rou-
tine PCR primers and synthesized by the Genscript Company in Nanjing [20, 21]. The sequences of A2/J5 
and OI1/OI2c were 5-GCGCGTATCCAATACGAGCGGCA-3, 5-GCCTCGCGACTTCGCAACCCAT-3, 
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and 5-TATAAAGGTTGACCTTTCGAGTTT-3, 5-ACAAAAGCAGAAATAGCACGAACAA-3. The 
results were negative for diseased leaves and positive for healthy leaves (Fig. 1).  

 

 

Fig. 1. The results of the polymerase chain reaction test for citrus leaves. 
 

It can be seen that the PCR test results are better when we use OI1/OI2c as primers [22, 23]. Normal 
leaves did not show bright bands, but nutrient-deficient leaves showed bright bands due to lack of nutrients, 
different from HLB leaves. Samples with nutrient deficiency were selected for comparison with samples 
with symptoms similar to HLB, as shown in Table 1. 

 
TABLE 1. The Category of the 26 Samples by the Polymerase Chain Reaction 

 

Rank Leaf infection
Normal No symptoms of HLB, PCR test negative 

Slight HLB Slight symptoms, PCR test positive
Moderate HLB Moderate symptoms, PCR test positive 
Serious HLB Serious symptoms, PCR test positive 

Nutrient deficiency No symptoms of HLB, PCR test negative 
 
All the samples were divided into 5 levels, 1 was slight HLB, 2 was moderate HLB, 3 was serious HLB, 

4 was nutrient deficiency, and 5 was normal [24]. Finally, the samples were numbered and await spectral 
analysis. 

Spectra record. At normal temperature, the spectrum of the middle left area of the citrus leaf was ob-
tained by a Raman spectrometer in a room with a humidity of ~40–50%. Throughout the process, as far as 
possible to keep the leaves flat and avoid veins, three spectra of each leaf were taken and averaged for sub-
sequent data analysis. 

Pattern recognition. Partial least squares discriminant analysis (PLS-DA) is widely applied in qualita-
tive analysis to correlate the spectra matrix (X) with the related truth value (Y). PLS-DA is a linear modeling 
mean in which the raw independent communication (X) comes forward with a small part of the elements (al-
so known as latent factors) to reduce the relationship between X and Y for forecasting. The forecasting Y is 
calculated as 

Y = X + b,                                 (1) 

where β is a n×1 matrix of regression coefficients, and b is the model bias. The extreme learning machine 
(ELM) is a new algorithm for the single hidden layer feedforward neural network. It randomly generates the 
connection weight of the input layer, the hidden layer, and the threshold of hidden layer neurons. It does not 
need to be adjusted during training, and the number of hidden layer neurons was set to get the only optimal 
solution [25]. 

Results and discussion. Raman shift analyses. In the experiment, the Raman spectra of slight HLB, 
moderate HLB, serious HLB, nutrient deficiency, and normal citrus leaves were obtained in the range  
90–3500 cm–1, and the typical spectra are shown in Fig. 2a. It can be seen that there was an obvious charac-
teristic peak at 1526 cm–1, which may be caused by the stretching vibration of the C=C double bond of the 
leaves. The diseased leaves were attacked by bacteria and lack of water, resulting in the reduction of the 
C=C double bond stretching vibration. Thereby the characteristic peaks were lower than in the normal leaves 

    O1 O2                               A2J5 
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and decreased with severity of the disease [15]. Nutrient-deficient leaves may be deficient in some nutrient 
elements, leading to characteristic peaks below the customary but higher than HLB leaves not affected by 
pathogens. 

The content of the effective information in the leaf spectra was small owing to the environment influ-
ence. Therefore, the spectrum in the ranges 90–714.5 and 1640–3500 cm–1 was removed. The typical spec-
trum in the range 715–1639.5 cm–1 is presented in Fig. 2b. We observed a significant characteristic maxi-
mum at 1155 cm–1. Meanwhile, it was larger than the one for the leaves with HLB, which may be caused by 
the C-C single bond stretching vibration. 

 

 
Fig. 2. Raman spectra of 5 kinds of leaves in wavelength ranges 90–3500 (a) and 715.0–1639.5 cm–1 (b). 

 
Spectral baselines removal. It was necessary to deduct the background in order to make the characteris-

tic spectral maxima more obvious and facilitate clustering analysis. The principal derivative and linear fitting 
methods were used to deduct the spectral background. The illustrative spectra after subtracting the back-
ground by 1 derivative with a window width of 5 points are shown in Fig. 3. There are characteristic maxima 
for 1155 and 1526 cm–1. This indicates that the method preserves the original effective information. 

 

 
Fig. 3. Raman spectra of 5 kinds of leaves after 1 derivative with a window width of 5 points. 

 
Linear fitting can eliminate the stray light and noise for ensuring the operational information of the 

sample. We applied the process of polynomial linear fitting to the spectrum before and after the background 
subtraction. The sample spectra obtained after polynomial fittings are shown in Fig. 4. It can be seen that in 
this case the spectral characteristic maxima of the samples are more obvious than for the original spectrum at 
1155 and 1526 cm–1, and the frequency shift position of the original Raman peak is the same. Thus, the pro-
posed method does not delete valid information [26, 27]. 
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Fig. 4. The Raman spectra of the samples after 2 polynomial fittings. 
 

Below are presented the formulas for 2, 3, 4 times polynomial fittings, and the spectral background de-
duction equation:  

2
1 2i i iY k x k x k   , 1, , i  … ,                                                        (2) 

3 2
1 2 3i i i iY m x m x m x m    , 1, ,i  …  ,                                        (3) 

4 3 2
1 2 3 4i i i i iY n x n x n x n x n     , 1, , i  … ,                                (4) 

1 2Y Y Y  ,                                                                      (5) 

where Y is the spectral intensity of N times polynomial fitting, x is the wave number in the range  
715–1639.5 cm–1, and Y1, Y2 are the spectral intensities before and after subtracting the background. 

Spectral dimension reductions. As a rule, the object of analysis is characterized by a set of many varia-
bles. We used the PCA and SPA to simplify the investigation of Raman leaf spectra. 

PCA is a typical statistical analysis method in which one uses a few comprehensive indicators without 
losing the original information [28]. We assumed that the maximal number of principal components is 20, so 
the matrix of 1850 variables before and after the spectral fittings is compressed into linear combinations of 
20 principal components. Figure 5 shows the score of the first 3 principal components (PCs). It can be ob-
served that normal samples and the sample with slight HLB can be roughly separated, but it is difficult to 
distinguish the cross between 3 kinds of samples including moderate HLB, serious HLB, and nutrient defi-
ciency. Although the cumulative contribution rate of the first 3 PCs is 99%, it cannot be judged accurately on 
the samples and categories of HLB. Therefore, PLS-DA and ELM qualitative analysis was applied to im-
prove the model and the accuracy of discrimination. 

 

 
Fig. 5. The Raman spectra score projection of the first three PCs of all leaves. 
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The SPA is a forward wavelength selection method by which the projection of the previous wavelength 
in the unselected wavelength is calculated in each cycle, and the wavelength with the maximum projection is 
applied to the wavelength combination to reduce the linear relationship with the previous wavelength. It can 
effectively eliminate the influence of multivariate correction collinearity, simplify the calculation, and re-
duce the dimension of the spectral matrix, and it has been widely used for quantitative and qualitative analy-
sis of spectral data [29]. In this paper, the minimum and maximum variables were placed at 1 and 30, respec-
tively. The variables were screened by the successive projection algorithm in Matlab 2010a software for the 
sample spectra before and after the fittings (the results are shown in Figs. 6a,b); 25 and 15 cm–1 wave-
numbers were obtained, respectively. As a characteristic wavelength combination variable, the partial least 
squares discriminant analysis and extreme learning machine model are established, based on the true value. 
The results are analyzed. 
 

  
Fig. 6. The results of the SPA screening before (a) and after (b) spectral fitting. 

 
Discrimination models. In order to make the spectra correct and not affect the results of the ensuing 

model, 26 samples damaged in the storage process were eliminated. There were 13 slight HLB, 7 moderate 
HLB, 4 nutrient deficient, and 2 normal leaves. The remaining 104 samples were divided into a calibration 
set and a prediction set with a ratio of 4:1. The former contains 84 samples (8 samples are slight HLB, 
15 samples are moderate HLB, 23 samples are serious HLB, 18 samples are nutrient deficient, and 20 sam-
ples are normal). The latter 20 samples are used for evaluation of the effect of the model. Slight HLB, mod-
erate HLB, serious HLB, nutrient deficient, and normal samples were assumed to be 2, 4, 6, 8, and 10, re-
spectively; the median values were taken as the classification thresholds. 

A PLS-DA model was developed with 1850 input variables in the range 715–1639.5 cm–1 by the two 
methods above to deduct the spectral background. The predictive effect of the PLS-DA model was studied 
with the help of the prediction set samples to choose the best method of deducting the background. Table 2 
shows that the model of twice fitting was the best. The correct recognition rate was 100%, the maximum 
correlation coefficient of prediction was 0.98, and the minimum root mean square error of prediction was 
0.67; therefore, the spectral background was deducted by this method. 

 
TABLE 2. The Statistical Results of the Partial Least Squares Discriminant Analysis Model 

 
Background deduction methods The best PCs RMSEP RP Correct recognition rate,%

  None 12 0.69 0.98 95 
 1  derivative with a window  
  width of 5 points 

5 0.93 0.95 70 

  2 times fitting 10 0.67 0.98 100 
  3 times fitting 9 0.77 097 95 
  4 times fitting 8 0.82 0.97 95 

 

IR, 104 cps                                                        a       IR, 103 cps                                                        b 

   800                    1200                   1600  R, cm–1         800                      1200                   1600  R, cm–1 

8 
 

7 
 

6 
 

5 
 

4 
 

3 

Normal 
Selected variable 

Normal
Selected variable 

5 

4 

3 

2 

1 

0 

–1

170-6



ABSTRACTS ENGLISH-LANGUAGE ARTICLES 
 

176 

The best principal component factor was used as one of the highest performance indexes of the model, 
and the leave-one-out method was used to determine the optimum number. The number of the principal 
component factor of the best model decision diagram is shown in Fig. 7a. It can be seen that the root means 
square error decreases with increasing number of factors. But the root mean square error of the prediction set 
reaches the minimum for 10, and then increases, so the optimal number of the principal components factor of 
the PLS-DA model is determined as 10. 
 

 

Fig. 7. The results of the best PLS-DA model: (a) the optimal PCs number decision map,  
(b) the scatter diagram of the model. 

 

The scatter diagram of the best PLS-DA model for the mid-value of two levels of classification is pre-
sented in Fig. 7b. For further optimization of the model, we developed two variable selective methods of 
PCA and SPA before and after twice fitting the spectra. The results are shown in Table 3. It can be seen that 
the effect of the model was better when the PCA compression variables were input before twice fitting. 
Meanwhile, the correct recognition rate was 95%, the root mean square error of prediction was 0.73, and the 
prediction correlation coefficient was 0.98. Compared to the PLS-DA model for the full spectrum after the 
fitting, although the number of input variables and principal components was small, the correct recognition 
rate was lower than for the latter, so the effect of the PLS-DA model for the full spectrum was the best after 
twice fitting.  

During the training period, the ELM network tends to produce a cover fitting phenomenon. To avoid 
this situation, the number of hidden layer neurons in the ELM network should be determined before training, 
and the weight variable and node offset should be assigned randomly. In this experiment, the number of hid-
den layer neurons was initialized to 10, and the step size was 10, gradually raised to 80. The number of hid-
den layer neurons was the best at the highest correct recognition rate. There are functions, including sine, 
sigmoidal, and Hardlim training, with the number of hidden layer neurons being determined for the optimal 
excitation function, respectively [30–32]. The influence of different numbers of hidden layer neurons on the 
ELM performance is shown in Fig. 8. It can be seen that the correct recognition rate increases with increase 
in the number of neurons. For example, when the number of neurons was 50, the correct recognition rate 
reached its maximum. Meanwhile, the correct recognition rate of sigmoidal as the excitation function was 
the highest (90%). Therefore, the follow-up ELM network model takes sigmoidal as the excitation function, 
and the number of hidden layer neurons is 50. 

 
TABLE 3. The Results of the PLS-DA Model by Different Variables before and after Twice Fittings 

 

Spectra 
background 

Variable selection 
method 

The best PCs RMSEP RP 
Сorrect recog-
nition rate,% 

Before fitting 
PCA 7 0.81 0.98 95 
SPA 13 0.8 0.97 85 

After fitting 
PCA 5 0.73 0.98 95 
SPA 11 1.14 0.96 80 

Root mean squart error                      a                            
 Measured values                                                 b 
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Fig. 8. Relation between the correct recognition rate and the number of hidden-layer neurons on 3 functions. 
 

The ELM recognition model was established with input variables before and after spectral fittings in the 
full band range. The variables selected by PCA and SPA were used as input to optimize the model. The re-
sults were evaluated without modeling samples. The specific results are shown in Table 4. 

Three ELM models can better determine HLB before and after the spectral fittings according to the re-
sults from Table 4. However, the correct recognition rate of the model was 95% with the full spectrum as the 
input after the spectral fitting. The root mean square error of prediction was 0.73, and the correlation coeffi-
cient was 0.9736. The model of the SPA filter variable was the worst, probably due to the loss of some in-
formation during the screening of variables. Although the number of variables of the full spectrum for the 
model input was large, the effect was better than for the rest of the models. So, the ELM model was better 
after twice spectral fittings. 

 
TABLE 4. Prediction Results of the ELM Model in Different input Variables  

before and after Twice Fittings 
 

Spectra background 
Number of 

input variables
Selecting method RMSEP RP Classification 

correct rate,%

Before fitting 
1850 None 0.86 0.9483 90 

20 PCA 0.92 0.9109 90 
25 SPA 1.04 0.8811 85 

After fitting 
1850 no 0.73 0.9736 95 

20 PCA 0.85 0.9519 90 
15 SPA 0.94 0.9430 85 

 
The results of the investigation are the following. The prediction accuracy of the PLS-DA model of 

1850 variables was the most accurate. At this time, the number of PC was 10, the prediction correlation coef-
ficients and errors were 0.98 and 0.67, respectively, and the correct recognition rate was 100%. The effect of 
the ELM model full spectrum after twice fittings as the input was better with sigmoidal as the excitation 
function, the correlation coefficient of the prediction set was 0.9736, the error was 0.73, and the correct 
recognition rate was 95%. The model after twice fitting was better than before fitting.  

Conclusion. The Raman spectra background of citrus leaves were deducted by the first derivative and 
linear fitting, and the spectral peaks were highlighted. The spectra variable was screened using the PCA and 
SPA methods in the range 715.0–1639.5 cm–1. The partial least squares discriminant analysis and extreme 
learning machine models were successfully applied for speedy diagnosis of citrus HLB. We found that the 
classification effect of the partial least square discriminant analysis model with 1850 input variables after 
twice fittings was the best for 5 kinds of samples. The best principal component factor was 10, and the cor-
rect recognition rate was 100%. The study shows that the combination of Raman spectra and PLS-DA can be 
used to explore the feasibility of prompt diagnosis of HLB and provide another way for the study of nonde-
structive detection of citrus HLB. 
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