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Laser-induced breakdown spectroscopy (LIBS) based stand-off distance analysis of the calcium concen-
tration in bulk liquid under high-pressure condition is carried out. The influence of salinity during the de-
termination of the Ca concentration is studied. Machine learning classifiers are used in the estimation of the
unknown Ca concentration in the liquid sample, for different experimental parameters or conditions. From
the spectral information, the emission lines related to Ca II at 393 and 396 nm are visualized. Chlorine
emission lines are not observed due to the requirement of high ionization energies. As the salinity (NaCl)
of the sample solution is increased to 2500 ppm, the signal-to-noise ratio of the LIBS signal is improved by a
factor of 0.85. The Ca Il emission line peak intensity decreased with increase in ambient pressure conditions
and stand-off collection distances. The opposite trend is observed with an increase in the laser fluence and
the CaCl; - 2H>0 concentration in the sample solution. The Ca Il 393 nm emission time period is estimated
at (1/e)ly peak intensity. A typical Ca Il 393 nm emission time period from 6.712 to 6.766 us is observed.
The specified value is obtained for a laser fluence of 9 J/cm?, ambient pressure of 1 atm, stand-off collection
distance of 0.6 m, 2500 ppm NaCl, and 1500 ppm CaCl; - 2H>O. It is observed that the emission time period
increased with increase in the CaCly -2H,0O concentration in the sample solution and laser fluences.
The opposite trend is observed for an increase in the ambient pressure and stand-off distances. The results
obtained from the spectral and temporal measurements are in correlation with each other. The best system
model's performance metrics of 100% (Accuracy = Precision = Recall = F1-Score) are obtained under the
fixed experimental conditions using the k-nearest neighbor classifier.

Keywords: laser-induced breakdown spectroscopy, temporal measurement, remote mineral analysis,
machine learning classifiers.
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C nomowvio 1a3epHo-UCKpoBoll ImuccuoHnol cnekmpockonuu (LIBS) ocywecmenen yoanennvlii anaius
KOHYeHmpayuu kaioyuss 8 06veme HCUOKOCMU 8 YCI0BUAX BbICOKO20 OasneHus. H3yueno enusanue coneHocmu
npu onpeoenenuu konyenmpayuu Ca. Knaccugpuxamopor mawunnozo ob6yuenus UcnoIb308aHbl 015 OYEeHKU
Heuzgecmuol kKonyenmpayuu Ca 8 JHcuoKou npode Oas pa3iuUdHbIX IKCNEPUMEHMATLHBIX NAPAMEMpPO8 Uil
yenosuti. Habniooaiomes smuccuonnvie nunuu Ca Il npu 393 u 396 um. Jlunuu usnyyenus xiopa He Haoio-
oaromces u3z-3a mpebosanuii gvicoxux snepauti uonuzayuu. C ygenuuenuem conernocmu (NaCl) pacmeopa 06-
pasya 0o 2500 ppm omuowenue cuenar/wiym cuenara LIBS ynywwaemces 6 0.85 pasa. C ygeruuenuem am-
Mocepro2o Oasnenus u yoanienuem om 00beKma uccied08anuss UHMeHCcUeHocms amuccuonnou aunuu Ca Il
ymenviaemcs. [Ipomusononodxcnas menoenyuss HAOAI0OAEMC NPU YEeaUUeHuy NIOMHOCHU IHEPSUU USTY-
yenus aazepa u konyeumpayuu CaCl, - 2H>0 6 pacmeope npobwi. [lepuod epemernu usnyuernus Ca Il 393 nm
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oyenusaemcs xkax (1/e)ly, Iy — maxcumanvnas unmencusHocms. Tunuunviil nepuod usznyyenus Ca Il 393 wu
6.712—6.766 wmkc. YVKazanHOoe 3HAUeHUE NOAYYEHO OAs NJIOMHOCMU SHEPSUU AA3EPHO20 U3TYHEeHUs
9 Jhic/cm®, ammocgpeprozo Oasnenus 1 amm, npu paccmosnuu om obpasya 0.6 m, 2500 ppm NaCl u
1500 ppm oaa CaCl; - 2H>0. ObHapyscero, umo nepuod u3iyienus yeeauiugaemcs ¢ noGblieHUeM KOHYEeH-
mpayuu CaCl, - 2H>0 6 pacmeope obpazya u MOWHOCTU 1A3ePHO20 U3Iyuerus. TIpomueononodicrHas men-
Oenyusl umeem Mecmo npu yeeaudeHuy 0agieHus. OKpyjcaloujell cpeosl U paccmositus 0o obpasya. Pe3yno-
mamol, NONYYEHHblE U3 CHEKMPATbHBIX U BPEMEHHbIX UBMepeHUl, Koppenupyom opye ¢ opyeom. Jlyuuue no-
Kazamenu Npou3800UMeNbHOCU MOOeU CUCMeMbl NOTYYeHbl 8 (UKCUPOBAHHBIX IKCHEPUMEHMATLHBIX
VCA0BUSIX C UCNOAb308AHUEM Kaaccugurkamopa k-onudcaiiuiux coceoel.

Knrwoueswle cnosa: nazepno-uckpogas IMUCCUOHHASL CHEKMPOCKONUS, 8peMeHHble U3MepeHUs, OUCMAaH-
YUOHMBIL AHATU3 MUHEPATO08, MAWUHHOE 00)UeHUe KIACCUDUKAMOPO8.

Introduction. Mineral identification in a harsh environment (ocean beds [1], space exploration [2]) is a
challenging and time-consuming process. These environments require a technique with remote sensing ca-
pability to estimate its mineral content. Also, the technique needs to produce reliable data under strident op-
erating conditions, such as high-pressure (ocean mining [3], Venus exploration [4]) and low pressure (space
exploration - Moon [5], Mercury [6], Mars [4]). One such technique to estimate the elemental composition
under extreme operating conditions is laser-induced breakdown spectroscopy (LIBS). It also possesses ad-
vantages such as remote sensing capability, sample analysis irrespective of its state (solid, liquid, and gas),
multi-element identification, minimal sample preparation, and high sensitivity.

In this paper, a remote mineral analysis under high-pressure condition (mimicking the ocean environ-
ment to a certain extent) is carried out using the LIBS technique combined with the temporal measurement.
The influence of salinity is studied during the process of remote mineral analysis. Also, the machine learning
(ML) algorithms are used to predict the unknown mineral concentration in bulk liquid for various operating
conditions.

Numerous research works has been reported on determining the mineral composition of samples under
high pressure condition using the LIBS method. Jinjia Guo et al. [7] utilized the LIBS signal to identify the
elements like sodium, potassium, and calcium in seawater (collected at different depths ranging from 100 to
1700 m). The experiments were carried out by varying the ambient pressure up to 168 atm. The authors re-
ported that the emission line peak intensity (Na I 330.2, 589, and 589.6 nm; K I 766.5 and 769.9 nm;
Ca I 422.7 nm) decreased with increase in the ambient pressure. Pressure broadening on the emission lines
was also reported [7].

Anna P. M. Michel et al. [8] demonstrated the feasibility of the single-pulse LIBS method to detect the
elements (Na, Mg, and Ca) under high pressure condition (269 atm). The emission lines related to the above-
specified elements were visualized in the LIBS spectrum. The phenomenon of pressure broadening was ob-
served in the LIBS signal at high pressure. A spectrometer gate delay of less than 200 ns resulted in a high
signal-to-noise ratio. Also, the authors reported that the usage of laser energy of less than 60 mJ resulted in
minimizing the plasma shielding effect and the phenomenon of continuous breakdown. The detection limit
in the order of 50, 500, and 50 ppm was achieved for the elements Na, Mn, and Ca, respectively [8].

C. Goueguel et al. [9] studied the influence of the ionic compound (NaCl, Na;SO4, Na,CO3) solution in
relation to the LIBS signal (Li, K) under high pressure condition. The authors reported that the LIBS signal
intensity (Li I at 670.80 nm; K I at 766.49 nm) increased with the addition of the NaCl and Na,SO4 com-
pounds. The opposite trend was reported for the Na,CO3; compound [9]. Christian Goueguel et al. studied the
influence of NaCl in relation to the LIBS signal of the Ca and K elements. Two parameters (signal to back-
ground ratio (SBR) and signal to noise ratio (SNR)) were analyzed. Two emission lines (Ca I at 422.67 nm;
K I at 769.49 nm) were considered. The authors reported that an increase in the NaCl concentration resulted
in an increased SNR value, whereas the SBR decreased [10]. The authors studied the influence of the ambi-
ent pressure (CO, at 345 atm) in the determination of the Ca®" and Ba®" emission lines. The LIBS signal
lines (Ca®*, Ba®") were clearly visualized at different operating pressure (49 to 345 atm) conditions [11].
Also, the authors studied the influence of high ambient pressure (CO; at 10 to 395 atm) in the determination
of other elements, such as Mg, Sr, Mn, and Ba. It was reported that the ambient pressure condition had a
minimal effect on the detection limit of Mg, Sr, and Ba. The detection limit of Mn decreased with increase in
the ambient pressure condition [12].

Li et al. [13] studied the influence of salinity on the LIBS signal in bulk liquids. The salinity of the sam-
ple solution varied between 2 to 50%. The LIBS signal and imaging techniques were used to study the plas-
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ma emission. It was reported that the atomic emission line intensity increased with increase in salinity,
whereas the ionic emission line intensity was suppressed with increase in the salinity of the sample solution.
It was also reported that the detection limit of elements did not change significantly with increase in the sa-
linity of bulk liquid [13].

M. Dell' Aglio et al. [14] determined the mineral content in meteorite samples using the calibration-free
LIBS technique. The measurements were carried out at a stand-off distance of 5 m. Elements such as Fe, Ni,
and Co were identified in the Toluca meteorite. In the Sahara 98222 meteorite sample, the elements identi-
fied were Fe, Mg, Si, Na, Ti, Al, Cr, Mn, Ca, Ni, and Co. The calibration-free LIBS method was used to es-
timate the concentration of different elements in meteorite samples [14].

V. Sathiesh Kumar et al. [15] performed the remote identification and ranking of the salt (NaCl) deposit
on the wind turbine blade material. The stand-off collection distance varied between 1 to 40 m. The quantifi-
cation of the salt deposit was carried out by measuring the Na I (589 nm) emission intensity time period. The
authors reported that the Na I emission intensity time period decreased with increase in the stand-off collec-
tion distance. This phenomenon is related to the amount of light coupled to the collection device (Telescopic
type-Photometric device) [15].

Rajendhar Junjuri et al. [16] determined the elemental composition of explosives and nonexplosives us-
ing a compact Stand-off LIBS system combined with an artificial neural network (ANN). Five explosives
and nineteen nonexplosive samples were analyzed from a distance of 6.5 m. Explosives and non-explosive
materials were classified using the 2D scatter plot and principal component analysis (PCA). For the artificial
neural network method, classification accuracies of 98% (explosives) and 94% (nonexplosives) were repor-
ted [16].

Tomoko Takahashi et al. [17] used the LIBS method to determine the elemental composition of deep-
sea hydrothermal vents. The samples were analyzed at a pressure of 296 atm. The minerals identified were
Cu, Pb, and Zn. The partial least square (PLS) regression method was applied to the LIBS data to determine
the concentration of the above-specified elements. A relative concentration error of 25% was obtained from
the PLS method when calibrated with the standard samples. The authors also reported that improvement in
the concentration estimation is possible by collecting the plasma from multiple shots with a small positional
offset [17].

Liwen Sheng et al. [18] performed the classification of iron ores from the LIBS signal using a random
forest classifier. The classification accuracy was compared with the result obtained using the support vector
machine (SVM) on a predetermined training dataset [18]. He Li'ao et al. [19] utilized the unsupervised learn-
ing algorithm such as hierarchical clustering analysis, k-means clustering, and the iterative self-organizing
data analysis method to classify the plastics. The classification was related to the intensities of LIBS spectral
emission lines (C 247.856 nm, CN 388.055 nm, C; 516.520 nm, C; 558.416 nm, H 656.285 nm,
N 746.831 nm, O 777.194 nm) [19].

Based on the extensive literature survey, it has been identified that the number of reported works on the
remote LIBS analysis of minerals in bulk liquid under high pressure condition is limited. It is also observed
that most of the experimental analysis is based on spectral analysis. Temporal analysis (the plasma emission
time period) is not considered as one of the influencing parameters. In quantitative analysis, the plasma
emission time period plays a vital role. The emission time period is directly related to the concentration of
the element present in the sample. The emission time period is influenced by the experimental condition and
ambient environment. So, a detailed temporal analysis needs to be carried out. It helps in the estimation of
the concentration of the elements present in the sample. The estimation of the sample in its natural environ-
ment requires a remote measurement technique. In the literature, the remote mineral analysis in bulk liquid is
sparse. Since the experimental results (qualitative and quantitative measurements) are in close relation with
the operating condition or parameters (stand-off distance, ambient pressure, laser fluence, LIBS signal), a
mathematical model is required to predict the unknown mineral content in bulk liquid for different operating
conditions.

The LIBS method combined with the temporal measurement is used to identify and estimate the calci-
um concentration in bulk liquid under high pressure conditions (1 to 8 atm). Also, the influence of salinity
(NaCl) in the determination of the calcium concentration from the LIBS signal is studied. The stand-off col-
lection distance varies between 0.6 to 2 m. Temporal analysis is carried out. A mathematical model (machine
learning algorithms) is used to fit the LIBS data, thereby enabling prediction of the unknown calcium con-
centration in bulk liquid for different operating conditions. The machine learning algorithms considered in
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the studies are the k-nearest neighbor (k-NN), Gaussian naive Bayes (GNB), classification and regression
tree (CART), random forest classifier (RFC), logistic regression (LR), and linear discriminant analysis (LDA).

Experimental setup. The remote LIBS experimental setup to estimate the concentration of calcium in
bulk liquid under high pressure condition is depicted in Fig. 1. A pulsed Nd:YAG laser with a 20 module is
used to create the plasma on the target surface. The optical emission from the plasma is collected using the
combination of lens and optical fiber. The collected signal is fed to the spectrometer and photomultiplier
tube. The spectral information is visualized using the spectrometer. The temporal characteristics of the plas-
ma are obtained using the photomultiplier tube. A list of the equipment/components used in the experimental
setup is detailed with their specifications in Table 1.

Spectral measurement
Multimode optical fiber

A 16 L 17

L Temporal measurement

13 14

L ——

Fig. 1. Experimental setup: Remote LIBS technique combined with the temporal measurement: 1 — dichroic

mirror, 2 — laser beam, 3 — Nd:YAG laser (1064 nm, 10 Hz, 6 ns), 4 — L; (f= 300 mm), 5 — delay generator,

6 — air compressor, 7 — Lo (= 100/300 mm), 8 — stand-off-distance, 9 — collimating lens, 10 — spectrometer,

11 — computer, 12 — plasma, 13 — quartz cuvette, 14 — cuvette holder, 15 — filter, 16 — photomultiplier tube,
17 — oscilloscope.

TABLE 1. List of Equipment and Components Used in Remote LIBS Experimental Setup

Equipment/Component Model/Type Specification
Fundamental wavelength: 1064 nm,
Laser Quantel Q-smart 450 Repetition rate: 10 Hz,

Pulse duration: 6 ns
Focal length: 300 mm,

Focusing lens Plano-convex lens Diameter: 50 mm
Colleotion lons Plano-convex lems Fqcal length: 300/100 mm,
Diameter: 50 mm
Spoctrometer Ocean optics 2000+ Wavelength range: 200 to 1100 nm,

Resolution: 1 nm

Core diameter: 600 pm,

Fiber optic cable BFH37-600 Numerical aperture: 0.39,
Spectral range: 300 to 2200 nm
Response time: 1.5 ns (rise time),
17 ns (transit time),

Photomultiplier tube R1925A Spectral range: 300 to 850 nm,
Gain: 5.0x10°
Delay generator DG645 Resolution: 5 ps,

No. of channels: 4
High-pressure chamber Own design & fabrication Max. applied pressure: 8 atm
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The sample solution is prepared by dissolving NaCl (2500 ppm) and CacCl, - 2H,O (500-1500 ppm) in
deionized water. The sample solution in a two-sided quartz cuvette is placed at the center of the high-
pressure chamber. The high-pressure chamber is made up of stainless steel. The chamber encompasses six
quartz optical windows. The optical windows are used to transmit/receive the optical signal to/from the
chamber. The pressure inside the chamber is created using an air compressor (up to 10 atm).

A laser pulse of 532 nm wavelength is directed and focused on to the top surface of the sample solution
in a quartz cuvette. The selection of the incident laser wavelength (532 nm) to create ablation is related to the
sample absorption characteristics (high) and liquid splashing property (low). These properties play a vital
role in the collection of plasma from different stand-off distances.

The plasma is generated on the top surface of the sample solution. It expands in the air. The expansion
rate of the plasma is inversely proportional to the ambient pressure condition. The optical emission from the
plasma is collected from one of the side quartz window in the high-pressure chamber. The stand-off collec-
tion distance is varied by changing the position of the collecting lens concerning the optical window. The
distance between the plasma and the entrance point of the optical fiber is considered as the stand-off collec-
tion distance. It varies between 0.6 to 2 m. To minimize continuum radiation in the LIBS spectra, the spec-
trometer is triggered using a delay generator after 600 ns from the laser pulse.

The process of identifying the unknown elemental (Ca) concentration in the sample solution is shown in
Fig. 2. The feature vector is formed by concatenating different measurements/parameters such as the incident
laser wavelength (532 nm), laser fluence (9 to 11 J/cm?), ambient pressure (1 to 8 atm), relative elemental
peak intensity (Ca II 396 nm/Ca II 393 nm), elemental line wavelengths (393, 396 nm), temporal elemental
peak intensity (393 nm), elemental emission time period, and stand-off distances (0.6 to 2 m).

Elemental concentration (output

concentration

[ Dataset (feature vectors=405,
) [

Feature vector of unknown ]

Augmented dataset
(feature vectors=449307,

Elemental concentration (output)

| Testing data

( Training model
(kxn)(ong(cart)(Rec ) Lr J(Lpa)
|

( Trained model

LK—NNI GNB|[ CART][RFC ]{ LR ][ LDAy

l

Classification Report (Accuracy,
Precision, Recall, F1-Score)

l
[ Best model selection ]—

Fig. 2. Steps involved in identifying the unknown elemental concentration in the sample solution.

{ Retrain with best model ]

[Predict elemental concentration ]

The number of experimental data collected consist of 405 feature vectors. The data augmentation is per-
formed to increase the number of feature vectors to 449307. The data augmentation process results in the
improvement of accuracy in the prediction. The augmented dataset is split into training and testing datasets.
The training/testing data split ratio (0.7/0.3 or 0.75/0.25 or 0.8/0.2 or 0.85/0.15 or 0.9/0.1) is varied.

A model is created by exposing the training data. The machine learning algorithms used in the creation
of the model are ~~-NN, GNB, CART, RFC, LR, and LDA. Once the model is trained, it is exposed to a test
dataset resulting in the generation of a classification report. The classification report provides details about
the performance metrics of the model in the form of accuracy, precision, recall, and F1-score. The perfor-
mance metrics are calculated using the equations given below [20]:
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Accuracy = (TP + TN)/(TP + TN + FP + FN), (1
Precision = TP/(TP + FP), 2)
Recall = TP/(TP + FN), 3)
F1-Score = 2(PrecisionxRecall)/(Precision + Recall), 4)

where TP is the number of true positives, TN is the number of true negatives, FP is the number of false posi-
tives, and FN is the number of false negatives. The model with higher performance metrics is used in retrain-
ing the system before exposing it to a feature vector obtained from the unknown elemental (Ca) concentra-
tion in the sample solution. This results in the prediction of the elemental concentration.

k-NN classification is performed based on the distance metrics (Euclidean distance or chi-square dis-
tance or Manhattan distance). In the experimental analysis, the Euclidean distance metric is used. For £ > 2,
the majority voting scheme is utilized to determine the final output prediction [20].
GNB work on the principle of the Bayes theorem as represented in the following equation [21]:

1
p(x=D|Ck)=—meXp(—(U—}lk)2/26%), (5

where x is the continuous attribute in the training input data, px is the mean, o,” is the variance, v is the ob-
servation value, and Cy is the number of classes. If the input data or features are continuous, then the values
associated with each class are assumed to be distributed supporting Gaussian functionality. This algorithm is
widely used in the binary classification or multi-class classification problem.

In the CART algorithm, the target variable is predicted based on other parameters (condition checking).
It forms a binary tree. The root node of the tree represents a single input variable (x). Checking for a condi-
tion at the root node results in the formation of leaf nodes. Further, the leaf nodes are checked for a certain
condition to induce further branching of the tree. This process is continued until the prediction (output varia-
ble (v)) of the input variable is obtained.

RFC is formed by the ensemble of CART classifiers. It is also a supervised machine learning algorithm.
The final output prediction on the input data is dependent on the majority voting by the CART classifiers.

LR is a supervised learning algorithm. It is mainly used in a situation where the dependent target varia-
bles are categorical in nature. The decision boundary (non-linear) is set with a threshold to determine or es-
timate the classification group for the input data. The logistic regression of the independent input variable
(x1, x2, ..., X») 1s represented as [20]

P(Y=1)=[1+exp(~(Bo+ Brx1 + ...+ Buxn))] (6)
where P(Y = 1) is the probability of the true state, and o, 1, ..., P, are the regression coefficient.

The LDA technique is used to select the important combination of linear features related to the classifi-
cation problem. It attempts to model the difference between the classes of input data. The model estimates
the between-class and within-class variances from the mean and standard deviation of the input data in the
dataset.

Results and discussion. Spectral measurement. Initially, the sample solution is prepared by dissolving
CaCl; - 2H,0 (500 to 1500 ppm) in deionized water. The analysis is carried out by varying the incident laser
fluence (9 to 11 J/cm?), ambient pressure (1 to 8 atm), and solution concentration (500 to 1500 ppm). Figure 3
represents the LIBS spectral information obtained using the sample solution (CaCl,-2H,0) at a stand-off
distance of 0.6 m. The complete spectrum is shown in Fig. 3a. From the spectral data, the emission lines related
to Ca Il at 393 and 396 nm, H I at 656 nm, and O I at 777 nm are visualized. The emission lines related to dou-
bly ionized atoms and chlorine atoms are not observed due to the requirement of high ionization energies [22].
Figure 3b shows the influence of the laser fluence on the Ca II emission lines (393 and 396 nm). It is ob-
served that the peak intensity of the Ca emission line increased with an increase in the laser fluence. A larger
volume of the material is ablated with increase in the laser fluence. It increases the plasma components
(excited state electrons, ions, and neutral atoms) and the plasma optical emission. Figure 3¢ shows the influ-
ence of the ambient pressure on the Ca II emission lines (393 and 396 nm). It is observed that the peak inten-
sity of the Ca emission line decreased with increase in the ambient pressure. Once the plasma is created, it
starts to expand at supersonic velocities. This expansion of the plasma is mitigated with an increase in the
ambient pressure. This results in a smaller area of plasma emission at a higher pressure. Hence, the peak Ca
emission line intensity is reduced with increase in the ambient pressure condition. A similar trend in the peak
intensity of the elements under high pressure conditions is reported by Huaming Hou et al. [23]. Figure 3d
shows the influence of the CaCl,-2H>O concentration on the emission lines Ca II 393 and 396 nm.
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The spectrum is recorded for a laser fluence of 9 J/cm?, ambient pressure of 1 atm, and SOD of 0.6 m. It is
observed that the Ca II emission peak intensity increased with increase in the CaCl, - 2H,O concentration. As
the concentration of the ionic compound in the sample solution increases, the number of interactions be-
tween the calcium atoms and incident photons also increases, which in turn increases the Ca II emission line
peak intensity.
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Fig. 3. LIBS spectra of the sample solution (CaCl, - 2H>O + deionized water): a) spectrum;
b) varying laser fluence; c) varying pressure condition; d) varying concentration.

Figure 4 shows the LIBS spectra of the sample solution (deionized water+2500 ppm NaCl+CaCl, -2H0).
The complete spectrum is shown in Fig. 4a. The spectrum is recorded for a laser fluence of 9 J/cm?, ambient
pressure of 1 atm, stand-off distance of 0.6 m, and CaCl, - 2H>O concentration of 1500 ppm. From the LIBS
spectra, the singly ionized lines Ca II 393 and 396 nm are visualized. Also, the emission lines H I at 656 nm,
Na I at 589 nm, and O I at 777 nm are observed. The emission lines related to doubly ionized atoms and
chlorine atoms are not observed due to the requirement of high ionization energies [22]. Figure 4b represents
the influence of the laser fluence in the determination of Ca II emission lines. The spectrum is recorded for
an ambient pressure of 1 atm, stand-off collection distance of 0.6 m, and CaCl, - 2H>O concentration of 1500
ppm in the sample solution. It is observed that the emission peak intensity at Ca II is increased with increase
in the laser fluence. Figure 4c represents the influence of the ambient pressure condition in the determination
of Ca II emission lines. The spectrum is obtained for a laser fluence of 9 J/cm?, stand-off collection distance
of 0.6 m, and CaCl, - 2H,O concentration of 1500 ppm in the sample solution. It is observed that the Ca II
emission line peak intensity decreases with increase in the ambient pressure condition. The trend observed is
in correlation with the LIBS measurement of the sample solution without NaCl. Figure 4d shows a compari-
son of the LIBS spectra obtained using the sample solution with and without 2500 ppm NaCl. The spectrum
is recorded for a laser fluence of 9 J/cm?, ambient pressure of 1 atm, stand-off distance of 0.6 m, and 1500
ppm of CaCl; - 2H,O. It is observed that the Ca II emission line (393 and 396 nm) intensities increase with
the addition of NaCl (2500 ppm) to the sample solution. The improvement of LIBS SNR is of the order of
0.85. Sodium atoms have lower ionization energy (5.14 eV) compared to that of Ca atoms (6.11 eV) [22].
This results in the generation of a large number of free electrons and Na ions. These free electrons may in-
teract with the calcium neutral atoms in the plasma to release an electron and form singly ionized Ca atoms
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(Ca II at 393 and 396 nm), which leads to increase in the Ca II emission peak intensity with the addition of
NaCl to the sample solution. A similar trend is reported by Anna P.M. Michel et al. [8]: the addition of an

easily ionizable element to the sample solution would enhance the SNR of other elements.
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Fig. 4. LIBS spectra of the sample solution (CaCl, - 2H>O + 2500 ppm NaCl +deionized water):
a) spectrum; b) varying laser fluence; c¢) varying ambient pressure condition;
d) with and without addition of NaCl.

Table 2 shows the influence of the stand-off collection distance in obtaining the LIBS information on
the Ca II emission line. The table represents the variation of Ca II (393 nm) emission peak intensity in rela-
tion to the concentration of CaCl; - 2H,0 in the sample solution (CaCl, - 2H,0 + 2500 ppm NaCl + deionized
water), ambient pressure (1 to 8 atm), and stand-off collection distance (0.6 to 2 m). The measurements are
carried out by fixing an incident laser fluence of 9 J/cm?. From the spectral data, it is observed that the Ca II
(393 nm) emission line peak intensity increased with increase in the CaCl, - 2H>O concentration in the sam-
ple solution. This might be due to the increase in the number of interactions between the incident photons
and Ca neutral atoms for the sample solution with a higher Ca concentration. It is also observed that the peak
intensity of Ca II (393 nm) decreases with increase in the stand-off distance and the ambient pressure. As the
stand-off collection distance increases, the amount of light (optical emission from the plasma) coupled to the
optical fiber decreases due to the expansion of the plasma. Similarly, increase in the ambient pressure does
not allow the plasma to expand freely. This results in a decrease in the emission line intensity.

Figure 5a shows the influence of the stand-off distance and the ambient pressure condition in the deter-
mination of the Ca II 393 nm emission peak intensity. It is observed that the peak intensity decreases with
increase in the ambient pressure condition and the stand-off distance. The relationship between the stand-off
distance and the Ca II 393 nm peak intensity for a varying pressure condition is estimated using the equation

Ica303 = Scasos(f)/r?, (7
where Ica 393 1s the measured Ca I 393 nm peak intensity, 7 is the distance between the plasma creation point

to the frontal apex of the optical fiber, and Sca 303(f) is the Ca II 393 nm peak intensity at the plasma creation
point. The peak intensity at the plasma creation point depends on the incident laser fluence, ambient pressure
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condition, and concentration of the ionic compound in bulk liquid. For a fixed ambient pressure (1 atm) and
CaCl; - 2H,0 concentration in bulk liquid (1500 ppm), the Ca II emission peak intensity is given by
Sca393(f) = aiexp(fit),
where @; and ¢; is the amplitude and decaying constant, respectively; fis the incident laser fluence. The esti-
mated exponential fit parameters are listed in Table 3.

®)

TABLE 2. Ca II 393 nm Emission Peak Intensity at Different Stand-off Collection Distances
for Varying Ambient Pressure and CaCl, - 2H>O Concentration in Bulk Liquid

Pressure, [Concentration| Emission line peak intensity Ca I 393 nm (a. u.)

atm  |CaCl; - 2H»O0, SOD 0.6 m SOD 1 m SOD 1.5 m SOD 2 m
ppm Peak In- | Tolerance | Peak |Tolerance |Peak In- [Tolerance| Peak In-|Tolerance

tensity + Intensity + tensity + tensity +
1 500 7268.985| 224.615 |6444.985| 243.435 |5328.985| 256.654 4068.985| 267.615
1000 8013.985| 243.871 |6517.985| 265.543 |5531.985| 244.761 4861.985| 286.453
1500 8231.985| 267.615 |6731.985| 243.564 |5931.985| 221.543 |5131.985| 269.324
4 500 6934.234| 321.097 |6034.543| 301.653 |5098.567| 243.059 [3787.432| 299.504
1000 7865.435| 245.643 |6213.856| 256.987 |5398.934| 298.079 4512.654 319.048
1500 7876.985| 267.615 |6731.985| 244.543 |5631.985| 239.654 14993.267| 309.234
8 500 6521.765| 223.976 |5823.948| 287.654 |4862.561| 276.93 [3426.749| 245.894
1000 7431.905| 267.651 |6354.076| 239.065 [5009.064| 246.713 {4065.073| 245.954
1500 7631.985] 297.615 |6531.985] 255.345 |5231.985| 198.654 4623.789) 276.543

TABLE 3. Estimated Parameters from the Exponential Fit in Fig 5a

Fluence, 1 atm 4 atm 8 atm
J/em? a; ti ai L ai ti
9 9784.21 | 3.03 | 9537.44 | 2.97 | 9262.02 | 2.72
10 10075.00 | 3.18 | 9787.11 | 3.11 | 9427.58 | 2.81
11 10529.90 | 3.43 | 10128.75 | 3.29 | 9672.11 | 2.94

Figure 5b shows the influence of the stand-off distance and the laser fluence in the determination of the
Call 393 nm emission peak intensity. It is observed that the peak intensity decreases with increase in the
stand-off distance, but the peak intensity increases with increase in laser fluence.

Icar at 393 nm, a. U. a Icam at 393 nm, &. U. b
9000 1
. 4atm 1 » 9 J/cm?
8000 | D s %000 - .10
—_— ]I;?i atm ; I 411

.. — I L
7000 T Fis 1
5000 | 7000 ! :
5000 $ *

~4 5000 +

4000 1 1 1 1 1 1 1 1 I

0.5 1.0 1.5 2.0 d m 0.5 1.0 1.5 2.0 d m

Fig. 5. LIBS spectral measurement at different stand-off collection distances:
a) varying ambient pressure condition; b) varying laser fluence.

Temporal measurement. Figure 6a shows the temporal profile of the Ca II 393 nm emission line for var-
ying ambient pressure conditions. The temporal profile is recorded for a 1500 ppm solution concentration of
CaCl, - 2H,0 in deionized water. The profile is obtained by fixing the laser fluence at 9 J/cm? and the stand-
off distance at 0.6 m. As the plasma is created, the Ca II 393 nm emission intensity increases rapidly to
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a peak value and then starts to decay exponentially. The emission time period is measured at (1/e)lo, where /o
is the peak emission intensity. From Fig. 6a, it is observed that the emission time period of the Ca II 393 nm
emission line decreases with increase in the ambient pressure. This might be due to the fact that at high pres-
sure the plasma is not allowed to expand freely due to which the area of the plasma emission is greatly re-
duced. This results in the reduction of the light collected by the measurement system and leads to lowering
of the Ca II 393 nm emission intensity and time period for the high ambient pressure. A similar trend in the
temporal measurement is reported by H. Hou et al. [23] and Sathiesh Kumar et al. [15].

Figure 6b shows the variation of the Ca II 393 nm emission time period in relation to the solution con-
centration (500 to 1500 ppm) and the ambient pressure. It is observed that the emission time period increases
with increase in the solution concentration. It decreases with increase in the ambient pressure. As the solu-
tion concentration increases, the number of ions in the solution increases too. This in turn increases the num-
ber of excited free electrons in the plasma state. It aids in the re-excitation of the Ca atoms in the solution.
A Ca II 393 nm emission time period in the range from 6.712 to 6.766 ps is obtained for a laser fluence
of 9 J/cm?, ambient pressure condition of 1 atm, stand-off distance of 0.6 m, and CaCl, - 2H,O concentration
of 1500 ppm. The variation in the Ca II 393 nm emission time period with the CaCl, - 2H>O concentration
and laser fluence is represented in Fig. 6¢. From the figure, it is observed that the emission time period in-
creases with increase in the laser fluence. As the laser fluence increases, the amount of the ablated material
volume also increases. This results in an increase in the emission time period.

Icar at 393 nm, @. U. a t, us b t, us c
251 6.8 I 72 F i
i L]
2.0f '
6.4 1 . 6.8 + ¥
L57 - 1 atm 3
107 4 6.0 r . lam 6.4 = 9 J/cm?
, 8 .4 * 10
0.5 N s g P11
0 R S 5.6 ¢ . \ 6.0 f . :
10 20 30 400 800 1200 1600 400 800 1200 1600
t, us CaClz - 2H>0 + deionized water, ppm CaClz-2H20 + deionized water, ppm

Fig. 6. Temporal measurement of the plasma emission in the sample solution (CaCl, - 2H,0 + deionized

water): a) Call 393 nm emission profile for varying ambient pressure condition; b) Ca Il 393 nm

emission time period for varying concentrations and ambient pressure condition; ¢) Ca Il 393 nm
emission time period for varying concentrations and laser fluence.

Figure 7a shows the temporal profile of the Ca II 393 nm emission line obtained using the sample solu-
tions (CaCl, - 2H,O + deionized water, CaCl, - 2H,0 + 500 ppm NaCl + deionized water). The plot is ob-
tained for a solution concentration of 1500 ppm CaCl; - 2H,0O. The experimental parameters such as the laser
fluence and the ambient pressure are fixed at 9 J/cm? and 1 atm, respectively. It is observed that the emission
time period is higher for the sample solution with NaCl. This might be due to the fact that the ionization en-
ergy of sodium is lower compared to that of the calcium ion. Due to the lower ionization energy, more sodi-
um ions are generated. The electron-atom and ion-atom collision results in the generation of singly ionized
Ca atoms and leads to the increase in Ca II 393 nm emission intensity and time period.

Figure 7b shows the relationship between the Ca II 393 nm emission time period and the CaCl, - 2H,O
concentration and the ambient pressure. The temporal measurements are carried out for a laser fluence
of 9 J/em? and, a stand-off distance of 0.6 m. The salinity (NaCl) of the sample solution is maintained at
2500 ppm. From the plot, it is observed that the Ca II 393 nm emission time period increases with increase in
the CaCl;-2H>O concentration. This increase in the emission time period is related to the increase in the
number of photon interactions with neutral Ca atoms for the sample solution with a higher CaCl,-2H>O
concentration. It is also observed that the emission time period decreases with increase in the ambient pres-
sure. This is related to the mitigation of plasma expansion at a high ambient pressure. A Ca II 393 nm emis-
sion time period in the range from 6.906 to 6.96 us is obtained for a laser fluence of 9 J/cm?, ambient pres-
sure condition of 1 atm, stand-off distance of 0.6 m, salinity of 2500 ppm NaCl, and CaCl, - 2H,O concentra-
tion of 1500 ppm.
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Figure 7c shows the relationship between the Ca II 393 nm emission time period and the CaCl, - 2H,O
concentration and the laser fluence. The temporal measurements are carried out for an ambient pressure con-
dition of 1 atm and a stand-off distance of 0.6 m. The salinity (NaCl) of the sample solution is maintained at
2500 ppm. From the plot, it is observed that the emission time period increases with increase in the laser flu-
ence. This is related to the increase in the amount of the material ablated for a larger incident laser fluence.

b

Icar at393 nm, @. U. a t, us t, us c
4 T2r 7.1 | i
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647" ' 1 atm 6.7r % ' * 9 Jlem’
1 Y :4 e 10
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0 ' ' 6.0 : - : .
0 10 20 400 800 1200 1600 400 800 1200 1600
t, us CaClz - 2H20 + NaCl + deionized water, ppm CaClz - 2H20 + NaCl + deionized water,

Fig. 7. Temporal measurement of the sample solution (CaCl, - 2H>O + NaCl + deionized water):

a) Call 393 nm emission profile for the concentration of CaCl,-2H»O + deionized water and

CaCl, - 2H,0O + NaCl + deionized water; b) varying concentrations at different ambient pressures;
¢) varying concentrations at different laser fluence.

Table 4 presents the relationship between the Ca II 393 nm emission time period, CaCl, - 2H>O concen-
tration, ambient pressure, and stand-off collection distance. The data are obtained by fixing the laser fluence
at 9 J/cm? and the NaCl concentration at 2500 ppm. From the table data, it is observed that the Ca II emis-
sion time period increases with increase in the concentration for a fixed stand-off distance. The emission
time period decreases with increase in the stand-off collection distance. This is related to the reduction in the

amount of light coupled to the measurement system for a larger stand-off distance.

TABLE 4. Ca Il 393 nm Emission Time Period at Different Stand-off Collection Distances
for Varying Ambient Pressure Condition and CaCl, - 2H,O Concentration in Bulk Liquid

Pressure,Concentration of| Emission time period Ca II 393 nm (us)
atm | CaCl, - 2H,0, SOD 0.6 m SOD 1m SOD 1.5m SOD 2m
ppm Time (Tolerance] Time [Tolerance] Time [Tolerance| Time | Tolerance

period + period + period + period +
1 500 6.545 0.015 |5.80219| 0.0243 |5.42019| 0.0232 |4.75019| 0.03887
1000 6.736 0.0241 |5.96923 | 0.0139 [5.50723| 0.0145 [4.91723| 0.02787
1500 6.933 0.027 |6.50428 | 0.0238 |5.94228| 0.0239 |5.45228| 0.03887
4 500 5.9321 | 0.3887 | 4.7856 | 0.4312 |3.9678 | 0.3241 |3.0321| 0.3452
1000 6.5296 | 0.2331 | 5.2296 | 0.2331 |4.3706| 0.2331 |3.5706| 0.2331
1500 6.8576 | 0.2341 | 5.8673 | 0.3887 |5.0231| 0.2562 |4.1431| 0.3887
8 500 5.4655 | 0.3887 | 4.2112 | 0.3211 |3.4534| 0.3523 [2.7867| 0.3732
1000 6.3129 | 0.1555 | 4.8629 | 0.1555 |3.6649| 0.1555 [3.0649| 0.1555
1500 6.4321 0.432 | 5.2341 | 0.2543 14.7654| 0.2343 |3.7121| 0.1543

Figure 8a shows the relationship between the Ca II 393 nm emission time period, stand-off distance, and

ambient pressure. The measurement is recorded for a CaCl,-2H2O concentration of 1500 ppm. The laser
fluence is fixed at 9 J/cm?. The salinity of the sample solution is maintained at 2500 ppm. As the ambient
pressure increases, the plasma emission time period decreases. The increase in the ambient pressure quench-
es the plasma. This results in the reduction of the emission time period for the high-pressure condition. The
relationship between the stand-off distance and the Ca II 393 nm emission time period for varying pressure
condition is estimated using the equation
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Tcas9s = Zca303(/)/r?, ©)
where Tca 393 1s the measured Ca II 393 nm emission time period, 7 is the distance between the plasma crea-

tion point to the frontal apex of the optical fiber, and Zca 393(f) is the Ca II 393 nm emission time period at
the plasma creation point.

t, us a t, us b
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n : iatm 4 = 9 J/cm?
65 F o= NE 721 ¢ e10
= — Fit 1 atm . 4 all
~ Fit4 .
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- L ]
45 - 6.0 f . ’
e L ]
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Stand-off distance, m
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Fig. 8. Ca II 393 nm emission time period at different stand-off collection distances:
a) varying pressure condition; b) varying laser fluence.

The emission time period at the plasma creation point depends on the incident laser energy density, am-
bient pressure condition, and concentration of the ionic compound in bulk liquid. For a fixed ambient pres-
sure condition (1 atm) and CaCl, - 2H,O concentration in bulk liquid (1500 ppm), the Ca II emission time pe-
riod is given by the equation

Zca303(f) = aiexp(fity), (10)

where a; and #; are the amplitude and decaying constant, respectively, and fis the incident laser energy densi-
ty. The estimated exponential fit parameters are listed in Table 5.

Figure 8b shows the relationship between the Ca II 393 nm emission time period, stand-off distance,
and laser fluence. The measurements are carried out for a CaCl, - 2H,O concentration of 1500 ppm and am-
bient pressure of 1 atm. The salinity of the sample solution is fixed at 2500 ppm. It is observed that the emis-
sion time period increases with increase in the laser fluence.

TABLE 5. Estimated Parameters from the Exponential Fit in Fig. 8a

Fluence, 1 atm 4 atm 8 atm
J/Cm2 a; ti a; ti a; ti
9 7.70 5.80 7.44 5.81 7.29 5.47
10 8.05 6.13 7.81 590 | 7.58 5.69
11 8.44 6.49 8.18 6.26 | 7.76 5.47

Machine learning models. The information from the spectral measurement, temporal measurement, and
experimental parameters is used to form the feature vectors. The augmented data set of feature vectors is
used in the training-cum-testing phase of the system model. The performance metrics are obtained at the end
of the testing phase.

The classification report (accuracy, precision, recall, F1-score) obtained by implementing the machine
learning classifiers is listed in Table 6. The performance metrics are also reported for varying the split ratio
of the training and test data. From the table, it is observed that the &-NN classifier (accuracy = precision =
= recall = Fl-score = 100%) performs better compared to other classifiers. The 100% accuracy in the predic-
tion of the concentration by the &-NN classifier is achieved at certain experimental conditions such as laser
fluence (9, 10, and 11 J/cm?), incident laser wavelength = 532 nm, ambient pressure condition
(1, 4, and 8 atm), stand-off distance (0.6, 1.0, 1.5, and 2.0 m), and CaCl,-2H>O concentration (500, 1000,
and 1500 ppm) in bulk liquid. Still, in the real-time scenario the operating condition may vary significantly.
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In such cases, the accuracy in the prediction of the CaCl,-2H,O concentration in bulk liquid will drop.
Hence, calibrating the instrument for different operating conditions is vital to utilize this methodology in re-
al-time scenarios.

TABLE 6. Performance Metrics Obtained by Using Different Machine Learning Classifiers

Classifiers | Test Size, % | Accuracy, % | Precision Recall F1-Score
10 100.00 1 1 1
15 100.00 1 1 1
KNN 20 100.00 1 1 1
25 100.00 1 1 1
30 100.00 1 1 1
10 52.54 0.52 0.53 0.52
15 52.93 0.52 0.53 0.52
GNB 20 52.84 0.52 0.53 0.52
25 52.73 0.52 0.53 0.52
30 52.72 0.52 0.53 0.52
10 99.93 1 1 1
15 99.93 1 1 1
CART 20 99.94 1 1 1
25 99.95 1 1 1
30 99.94 1 1 1
10 99.98 1 1 1
15 99.98 1 1 1
RFC 20 99.98 1 1 1
25 99.98 1 1 1
30 99.98 1 1 1
10 86.62 0.87 0.87 0.87
15 86.71 0.87 0.87 0.87
LR 20 86.6 0.87 0.87 0.87
25 86.57 0.87 0.87 0.87
30 86.6 0.87 0.87 0.87
10 84.51 0.85 0.85 0.85
15 84.58 0.85 0.85 0.85
LDA 20 84.47 0.85 0.84 0.85
25 84.43 0.85 0.84 0.85
30 84.53 0.85 0.85 0.85

In summary, the remote LIBS technique combined with the temporal measurement and machine learn-
ing classifiers can be used to estimate the unknown calcium concentration in bulk liquid under high pressure
condition. The spectral information and temporal data are highly dependent on the experimental parameters
or conditions (laser wavelength, laser fluence, ambient pressure condition, salinity of the sample solution, el-
emental concentration in bulk liquid, stand-off collection distance). Hence, calibration of data (spectral and
temporal measurements) for different operating condition becomes necessary to utilize this method to identi-
fy the unknown elemental concentration in bulk liquid under high pressure condition.

Conclusions. An investigation of the possibility of effective identification and estimation of the Ca
concentration in bulk liquid under high pressure condition is carried out. Experimental analysis is performed
by combining the LIBS method with the temporal measurement and machine learning classifiers. Also,
the influence of salinity in relation to the LIBS signal-to-noise ratio is studied. From the experimental inves-
tigation, it is observed that the spectral and temporal information is highly dependent on the operating pa-
rameters or conditions such as ambient pressure, laser fluence, elemental concentration in the sample solu-
tion, salinity of the sample, and stand-off collection distance. Hence, calibration of the spectral and temporal
information for different operating conditions becomes necessary to determine the unknown elemental con-
centration in the sample solution.
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